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Abstract

Data-driven services are rapidly filling the worldwide mobile market with innovative
and popular applications. In addition, users can communicate with each other by means
of a broader set of wireless network interfaces. At the same time, the rapid prolifera-
tion of such mobile applications has created great demand for the limited spectrum of
infrastructure networks, thereby leading to deteriorating quality for subscribers. Net-
work operators have started facing network capacity issues, such as bottlenecks and
reduced download speeds in densely populated urban areas and during peak usage hours.
However, certain specific mobile applications may not require real-time connectivity. In
addition, being constantly connected to access such applications leads to systematic bat-
tery overuse. In this scenario, opportunistic communications can be exploited to collect
relevant information during off-line user’s activity and to improve network performance
in densely populated areas and during peak usage hours. Moreover, such approaches can
be combined with selective information dissemination through distributed collaborative
filtering algorithms.

The main purpose of this thesis is to understand how information can be effectively
disseminated among communities of interest within the scope of mobile computing. Our
first steps in this direction are to understand and statistically quantify the process of in-
formation diffusion in real-world human mobility networks. Based on the results of these
first steps, we propose new strategies for selective data dissemination by using collabo-
rative filtering approaches to reduce information overload and effectively send the useful
information to communities of interest. We evaluate such strategies using experimental
datasets, providing research findings in the scope of opportunistic networking that are
useful in developing mobile computing applications. We show that this approach is ef-
fective in disseminating information of interest to communities with similar preferences.
We also show that the selective nature of collaborative filtering approaches plays a role
in reducing information overload.
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Chapter 1

Introduction

The widespread adoption of rich data-driven services and powerful mobile devices has
created unprecedented potential for innovative and popular mobile applications. Most
mobile phones are now equipped with geolocation features, meaning that more and more
applications and tools can use location-based services to bring together location and
people in interesting ways.

For example, social networking services and self-organized communities are rapidly
filling the worldwide mobile applications market with highly popular applications, many
of which are based on data sharing. Even if the architectural models vary from rigid
client/server implementations to pure distributed systems, users are invited to join a
given community and to distribute their own files—such as photos (e.g., Flickr), videos
(e.g., YouTube, Joost), music (e.g., eMule, Gnutella), blogs, personal data, and other
information—and even to just be connected to other people (e.g., eBlogger, MySpace,
Facebook).

In fact, more complex applications could take advantage of emergent community
geosocial patterns, which can be inferred from the history of social interactions and the
places people visit. Such applications could enhance and personalize a user’s geosocial
experience by, for example, recommending newly identified items or places.

In addition to using the myriad of data-driven services available for mobile phones,
devices can communicate by means of an increasingly broad set of short- and wide-range
wireless network interfaces (e.g., Bluetooth, Wi-Fi, WiMax, GSM, UMTS). Such inter-
faces enable users to communicate with each other by using short-range communications
and at the same time accessing the Internet with higher bandwidths.

The rapid proliferation of such mobile applications has created great demand for the
limited spectrum of infrastructure networks, leading to deteriorating quality for sub-
scribers [EO3]. Network operators have started facing network capacity issues, with bot-
tlenecks and reduced download speeds in densely populated urban areas and during peak
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usage hours. From an environmental point of view, the systematic overuse of batteries
due to 3G connections may transform constant connectivity into a disadvantage. Fur-
thermore, certain mobile device application may not need real-time connectivity.

Nevertheless, there is an increasing demand for the use of opportunistic communi-
cations, which can be exploited to collect relevant information during times of ordinary
off-line user activity and/or when WAN connectivity is difficult (e.g., underground, in
an airplane), expensive, or simply superfluous. In addition, computers are embedded
in smart vehicles to host vehicular computing and networking solutions addressing safer
driving, dynamic route planning, and a new generation of entertainment applications in
mobile computing.

As it turns out, device usage and spatial distribution have a direct impact on 3G
connection cost and quality. However, the weakness of such networks when dealing with
situations of high usage becomes an advantage when using opportunistic communications,
since opportunistic networks perform best in densely populated areas and during peak
usage hours [Z09]. Energy consumption is one of the most important issues for the
deployment of mobile applications, and the use of such networks supports lower battery
usage due to reduced range requirements. Moreover, hybrid architectures based on Wi-
Fi hot zones and mixed zones with mobile-to-mobile communication may also be an
interesting solution from a network operator’s point of view.

In such a scenario, opportunistic networking can be combined with effective and selec-
tive information dissemination through adaptive collaborative filtering algorithms. This
approach can play a leading role in the diffusion of information of interest to specific
communities with similar preferences. At the same time, the selective nature of collab-
orative filtering approaches can support the reduction of information overload and help
filter out useless information.

The main purpose of this thesis is to understand how information can be effectively
disseminated among communities of interest [Ed] within the scope of mobile computing.
As a first step, we try to understand and statistically quantify the process of infor-
mation diffusion in real-world human mobility networks. Based on this understanding,
we propose new strategies for selective data dissemination, using collaborative filter-
ing approaches to reduce information overload and effectively send useful information
to communities of interest. We evaluate such strategies using experimental datasets,
providing findings that are useful in developing mobile computing applications through
opportunistic communications.

1.1 Outline

This work presents the original research results of a three-year PhD program in computer
science. The findings belong to several research macro areas, including the analysis of
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human proximity networks, the analysis and visualization of complex and dynamical net-
works, collaborative filtering algorithms and recommendation systems, and information
dissemination in opportunistic networks. The work is structured as follows.

Chapter B presents user mobility datasets to model and simulate information spread-
ing over opportunistic networks. This is basically the raw material used to simulate and
evaluate our hypothesis. From models used to generate synthetic datasets to empirical
datasets created from real-world experiments, we show some of the common characteris-
tics of the different types of data and their advantages and disadvantages. We also present
the SocioPatterns platform, an active RFID-based experimental framework used to col-
lect empirical data on human proximity, and the datasets collected using this platform
that are used in the following chapters.

Chapter B presents the scientific tools used to model, analyze, and characterize the
data presented in Chapter B. Based on the multidisciplinary science of complex systems
and complex networks, we show that human proximity data can be conveniently modeled
as dynamical networks and that most of the concepts used in the analysis of static
complex networks, later extended to the domain of dynamical networks, can be used
to characterize these data. Chapter B discusses techniques to explore and visualize such
data. We present tools that focus on analysis and visualization, some developed by the
author, and which are used as instruments to understand the dynamics behind such
networks.

Chapter B uses some of the scientific tools presented in Chapter B to analyze and
characterize data presented in Chapter B. We propose a novel type of analysis to under-
stand and statistically quantify the process of message spreading in real-world prozimity
networks. This analysis takes into account user behavior heterogeneity, since it is visi-
ble and quantifiable in real-world collected data. The proposed analysis process shows
results that are universal across different experiments and independent of the distribu-
tion of contacts throughout time. Finally, we show that some of the characteristics of
synthetic models widely used to generate contact data differ from real-world data.

Chapter B discusses some collaborative filtering techniques used to obtain selective
information dissemination. In order to understand the peculiarities of the collabora-
tive filtering domain, it is extremely important to implement and test recommendation
strategies that use collaborative filtering approaches in an experimental field. In one of
the projects that took place during the PhD course, we had the opportunity to experi-
ence the complete lifecycle of a recommendation application for personal video recording.
Chapter [@ describes these experiences, starting from context analysis and data extraction
to the implementation of different recommendation strategies and their evaluation using
a dataset of thousands of active users.

Chapter B presents an epidemic collaborative filtering approach that allows a mobile
device to identify similar neighbors from opportunistic communications and exchange
information in a selective way. Collected information is used to incrementally refine lo-
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cally calculated recommendations without needing to interact with a remote server or
access the Internet. In a simulated environment, we show how recommendation accura-
cies observed in the mobile domain using experimental datasets converge to values that
are comparable to the best ones in the centralized scenario. Moreover, we empirically
demonstrate how selective spreading strategies significantly reduce the cold start problem
and perform similarly to epidemic strategies.

Finally, Chapter B draws the conclusions of our work and suggests interesting direc-
tions for further research.



Chapter 2

User Mobility Datasets for
Opportunistic Networks

In this chapter, we present the user mobility datasets that can be used to model and
simulate information spreading over opportunistic networks. This is basically the raw
material that will be used to simulate and evaluate our hypothesis. From models used to
generate synthetic datasets, to empirical datasets created from real world experiments,
we show some of the common characteristics of each type of data, the advantages and
the drawbacks of using them. We also present the SocioPatterns platform, an active
RFID-based experimental framework used to collect empirical data of human proximity.

In the last decades, researchers have studied complex networking infrastructures based
on layered models, such as the ISO/OSI model or the TCP/IP stack. Hence, during the
fast and somehow unpredictable spread of computer networks along the world, scientists
often coped with the need of abstracting the underlying structures in order to focus on a
particular application or protocol. Without any a priori knowledge on the behavior of a
given data transport channel, and before traffic invariants had emerged from exhaustive
measurement studies, researchers have often opted for random models representing the
complexity of unknown dynamics.

When routing in mobile and delay-tolerant networks became a hot topic, researchers
assumed, once more, traffic and node mobility to be random. Unfortunately, in this
case the underlying infrastructure cannot be trivially virtualized and flattened to a data
transport channel, where communicating nodes are processes that respond to a given
protocol. In fact, in this domain, nodes usually piggyback individuals that follow au-
tonomous behaviors. However, by assuming the randomness of node mobility, models
like Random Walk and Random Waypoint were considered as good approximations to
reality.

Then, the study of social networks and other types of complex systems involving
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human behavior showed that it was wrong to assume that node mobility is random.
It was observed in collected empirical datasets that general characteristics such as the
distribution of inter-meeting times between nodes show broad distributions [[OF]. Other
statistical attributes, like pause times and inter-contact times, were found to be expo-
nentially distributed, and some studies found power-law distributions. Models like Lévy
Walk became a choice in order to reproduce some of the observed characteristics [[IT2, @3]

At this point, synthetic datasets became a step closer to reality when observing gen-
eral distributions of collected data, but little work was done to understand how these
statistical attributes are relevant to the spreading process of messages. It was found,
for example, that the structural properties of the aggregated network present a scale-
free structure [E], exactly as the social networks studied in complex network disciplines.
Moreover, this type of topology strongly influences the dynamics of message spread-
ing [[[7]. These observations led the ad-hoc networking community to adopt social models
to represent such behavioral patterns. The idea of improving multi-hop routing using
social-based opportunistic delay tolerant strategies is extremely attractive indeed, and
it has largely motivated many investigations during the last years. However, the under-
standing of dynamics of human interactions is a challenging task, which has not yet been
explored in great depth.

In this context, there are two types of datasets used to evaluate information dissemi-
nation protocols in mobile networks: (i) Empirical datasets, collected by capturing data
from the real behavior of mobile devices, i.e., by storing the real traces of mobile devices
or (ii) Synthetic datasets, created by using mobility models, where we try to reproduce
the moving behavior of mobile devices without using real mobility traces.

Real world data is invaluable to understand human interactions and complex patterns
of human activities. It is also key to understanding how social dynamics occurs. It
can be collected in different formats depending on specific context requirements. For
example, one could be interested in temporal-spatial location, creating datasets with
users’ locations at different moments. Other could be interested in proximity sensing,
and the dataset is formed by dynamic contact networks that reflect human interactions or
human proximity. Hence, by capturing real traces, it is possible to observe real behavior
of mobile devices.

However, in dynamic environments like MANETS, to collect real traces is not an easy
task. Thus, sometimes it becomes necessary to use synthetic models in order to represent
device mobility. Mobility models are essential building blocks in simulation-based studies
of mobility networks. Researchers in this area can choose from a variety of models that
have been developed in the wireless communications and mobile computing community
during the last decades [P, 2, @4, POY, [33]. Moreover, well-known motion models
from physics and chemistry — such as Random Walk or Brownian Motion [Bd] — as well
as models from transportation theory [B8] are used in simulations of mobile networks.
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2.1 Empirical Datasets

Social interaction and proximity patterns among individuals have a direct impact on di-
verse phenomena studied in various research areas. Clear-cut examples are the transmis-
sion of infectious diseases by the respiratory or close-contact route and collective opinion
formation. The availability of representative data on such patterns has long been a con-
cern since it used to be notoriously difficult to collect it. Some available methods still
rely on surveys and paper-diary methodologies [[3], which are often slow, inaccurate,
and intrusive.

Nevertheless, novel technologies such as Bluetooth and Wifi provide new and promis-
ing means of collecting proximity data. Several studies have demonstrated the potential
of using these technologies for collecting data on both the structural and temporal as-
pects of proximity patterns [@4, B8, [T, I79]. However, the spatial resolution in these
experiments is at best on the order of 10 meters, and the temporal resolution is on the
order of 2-5 minutes. Finally, these studies concern small groups and there is a scarcity
of details and large sparsity in the collected data.

Empirical mobility datasets are indeed much needed. Recent studies of e-mail [B7]
and cellular phone call exchanges [[29, B3|, collaboration networks [[Z4], and mobility by
air travel [[H], have revealed the presence of complex properties and heterogeneities. In
particular, the number of interaction partners from one individual to the other is subject
to large fluctuations that have non-trivial consequences on the dynamical processes taking
place on these networks [[23, 29, [d]. A detailed characterization of these structures is,
therefore, of utmost importance for the understanding of many phenomena, and crucially
depends on the availability of representative empirical data.

As mobile phones are carried by the same individual during their daily routine, mobile
phone datasets are used to explore the mobility pattern of individuals [E3]. They found
that the distribution of displacements over all users is well approximated by a truncated
power-law. However, this approach has some limitations, as (a) the irregular call pattern
formed by the time between consecutive calls, and (b) the service area of each tower,
which covers an average area of approximately 3km?. This last restriction prevents us
to provide the level of detail required to study the achievement of information exchange
through mobile devices, which can reach other devices in a short range. In this latter case,
study of social mobility cannot be addressed by using such datasets. Nevertheless, the
understanding of short range interaction patterns is relevant to implement data exchange.

Yoneki [204] also points out the importance of collecting real world data when studying
contact networks. He lists some experimental data sets available for analysis, where most
of them use Bluetooth to measure device connectivity, while others rely on WiFi. While
Bluetooth experiments give special importance to collect short-range proximity contacts,
it is not possible to affirm that such data can be used to analyze human interactions, as
its range is much larger than face-to-face contacts. He also emphasizes that real-world
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data needs to drive modeling, and the derived network models should be accurate and
parametrized with the real data.

Kim et al. [[T] extract mobility models from user traces, focusing on node localization
and path tracing: the analyzed characteristics are node speeds and pause times that follow
a log-normal distribution. Hui et al. [A1] present an experiment that involved about 40
participants at the Infocom 2005 conference, and report power-law distributions for the
time intervals between node contacts.

The feasibility of collecting real world data on human proximity given by the current
technologies can allow us to understand complex patterns of human activities. We can
focus on two different approaches when collecting experimental data: (i) by collecting
detailed data about node localization and path tracing or (ii) by collecting only user
proximity data. Therefore, we will concentrate on these approaches and list some of
their advantages and shortcomings.

2.1.1 Collecting mobility traces

When collecting mobility traces, detailed characteristics about user mobility are gathered:
position, direction, velocity, pause times. The highest is the required level of accuracy,
more complex infrastructures and more expensive devices with special sensors are re-
quired. For example, in order to collect device position, sensors like GPS or radio-based
positioning could be used. It is also possible to use sensors like accelerometers to obtain
details like velocity, direction and pause time.

Mobile network operators are increasingly interested in developing location based ser-
vices for mobile devices, and one way to improve such services is by being aware where a
user is located. The combination of Geographic Information Systems, Internet, wireless
communication, location finding techniques and mobile devices made a major impact
on the level of positioning accuracy. Particular services have different position accuracy
requirements, and this should be acquired at the lowest possible cost and with minimal
impact on network and the equipment.

Distinct technologies give different levels of positioning accuracy. For example, in
data collected from GSM/UMTS Cellular Networks, the accuracy depends on the type
of cell where the mobile device is located, and the position of a user can be determined
using various techniques. By using cell identification, angle and time of arrival, the
achieved positioning accuracy is typically in the range of 50-150m [[T47]. More advanced
techniques like Assisted GPS, which involves more expensive handsets, can achieve an
accuracy in the range of 10-100m.

Depending on the required level of accuracy and the experiment’s environment, more
accurate positioning methods are needed. The level of accuracy of GPS sensors, for
example, is approximately 20m, and the service can be strongly affected in indoor ex-
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periments. In this case, to collect data with a higher positioning accuracy and in indoor
environments, a complex infrastructure must take place. By using the Received Signal
Strength Indication technique [IZ], for example, a set of static reference nodes is placed
at preset coordinates. The average error of coordinates computed in one experiment
using this method is around 1.7m.

When user mobility traces are available, simulation and evaluation of different proto-
cols can be done with the collected data. With knowledge of user position, user contacts
are simulated by setting different parameters of transmission range. In mobile networks,
a device can only send data to another device if both devices are within transmission
range of one another. However, this type of simulation neglect many phenomena that
may occur during transmission, causing it to fail (interference, physical obstacles, power
problems, etc.). All these phenomena can affect data transmission, and it is difficult to
take them into consideration when collecting mobility traces. As a result, most of the
times, simulations of data spreading using mobility traces simply omit these phenomena,
and always consider as a contact when two devices are within a transmission range.

2.1.2 Collecting contact traces

An alternative approach for collecting all user mobility details is based on collecting only
user contacts. In this case, we choose to collect contact traces in place of mobility traces,
and we omit all details about position, direction, velocity, interference and obstacles in
order to keep up only the details strictly necessary to simulate communication between
nodes. Most of the times, sensors like Bluetooth, already present in mobile devices, can
be used to acquire such data.

The restricted number of communication range values is one limitation of this ap-
proach. For example, by using Bluetooth devices to contact other devices around, the
contact range is fixed in 5-10 meters. If we need to know what would be the results of a
communication protocol by using devices that communicate in a lower range of, let’s say,
2 meters, it is necessary to run the experiment again using a distinct setup, with sensors
configured to generate contacts in different ranges. This limitation does not occur when
collecting mobility traces, because we can produce contact traces in different ranges once
the mobility traces are available.

One way to overcome this problem and represent contacts in different ranges is by
collecting contacts with their radio power level when received by the destination (e.g.,
in dBm units). In this way, it is possible to fix distinct radio power thresholds to cre-
ate datasets that represent different contact ranges. Moreover, by using sensors which
are able to measure the strength of received packets, it is possible to reduce the num-
ber of transmitted packets and increase the number of ranges measured during a single
experiment.
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2.1.3 Available empirical datasets

The Community Resource for Archiving Wireless Data At Dartmouth, a.k.a. CRAW-
DAD 2], was created to cope with exigences from researchers who work with wireless
networks or mobile computing. Most research was based on analytical or simulation
models, severely limited by the complexity of real-world radio propagation and the lack
of understanding about behavior of wireless applications and users. Researchers were
seriously starved for data and in need of a wireless network data repository. Therefore,
the CRAWDAD repository was turned into a community resource; an archive with the
capacity to store wireless trace data from many contributing locations, with a staff to
develop tools for collecting, anonymizing, and analyzing the data.

Currently, there are tens of datasets available on this repository. But some datasets
are particularly interesting to our work. Following, we list some datasets with useful
information about user mobility that can be used to simulate spreading processes over
it.

Cambridge/Haggle

In [7] the authors describe an experiment that involved forty-one participants at the In-
focom 2005 conference, and report power-law distributions for the time intervals between
node contacts.

They used the Intel iMote device to collect user contact traces and mobility statistics.
Intel iMote is a small platform designed for embedded operation, comprising an ARM
processor, Bluetooth radio, and flash RAM. The devices were packaged in dental floss
boxes to be worn by participants of the experiment. Fifty-four boxes were distributed to
attendees at the IEEE Infocom conference in Miami in March 2005 — a conference with
a total of 800 attendees. Most of them carried the boxes on their pockets, keeping the
devices with them for as much time as possible during the conference. The volunteers
were chosen from more than thirty different organizations. Amidst some failures with
battery and packaging, 41 devices yielded useful data at the end of the experiment.

The user contact traces were collected by performing a Bluetooth baseband layer “in-
quiry” discovering the MAC addresses of other Bluetooth devices in range. The inquiry
duration was of five seconds, and after it the devices were placed in sleep mode for a
duration of 120 seconds, +12 seconds in a uniform random distribution. The random-
ness was added in order to avoid inquiry synchronization, since two devices performing
inquiry simultaneously cannot see each other. The collected contacts were stored locally
in flash RAM as contact period tuples, containing MAC address, start time and end time.
A total of 22459 contacts were recorded between iMotes. An anonymized version of the
dataset was released to the public and is available at the CRAWDAD repository.

10



2.2. Synthetic Datasets

MIT /Reality Mining

In order to log Bluetooth MAC addresses of mobile phones, Eagle et al. [B8] designed
the BlueAware application, that runs passively in the background on MIDP2-enabled
mobile phones, more specifically on Symbian Series 60, performing repeated Bluetooth
scans of the environment every 5 minutes. The application records and timestamps the
Bluetooth MAC addresses encountered in a proximity log and makes them available to
other applications, similarly to the Jabberwocky project developed by Paulos et al. [I34].

Bluedar, on the other way, is a device that is independent of a mobile phone, comprised
of a Bluetooth beacon coupled with a WiFi bridge. It can be placed in social settings and
continuously scan for visible devices. After collecting the Bluetooth MAC addresses, it
sends the results over a 802.11b network to the Reality Mining server. With a Bluetooth
chipset class 2, it is able to detect any visible Bluetooth device within a range of up to
25 m.

The Reality Mining experiment is one of the largest mobile phone projects attempted
in academia. The data was collected from 100 Nokia 6600 smart phones over the course of
9 months. Seventy-five users are either students or faculty in the MIT Media Laboratory,
while the remaining twenty-five are incoming students at the MIT Sloan business school
adjacent to the Laboratory. The study has generated data collected by 100 human
subjects over the course of the 2004-2005 academic year that represent over 350,000 hours
( 40 years) of continuous information about users’ location, communication and device
usage behavior. The anonymized dataset was released to the public and is available at
the CRAWDAD repository and at the project site®.

2.2 Synthetic Datasets

Capturing user traces enables the observation of mobility patterns present in real life
systems, but it could be a difficult task when they involve a large number of participants
and a long observation period. However, protocols and applications for mobile networks
are not easily modeled, and its performance is not easily evaluated if user traces have
not been created yet. In this case, in order to produce user traces without recurring
to complex infrastructures for data collection, it is necessary to use synthetic models.
Synthetic models attempt to represent realistically the behavior of mobility nodes without
the use of user traces.

Camp et al. [E2] present several synthetic mobility models that have been proposed
and used in the performance evaluation of ad hoc network protocols. The authors empha-
size the need to devise accurate mobility models in order to represent realistic movements
of the mobile users, exploring the limitations of current modeling strategies. They clas-

1http ://reality.media.mit.edy
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sify mobility models in two types: individual mobility models and group mobility models.
Individual mobility models or memoryless models |24, ZO8] describe nodes whose actions
are independent from each other. These are the simplest and most used models when
evaluating wireless mobility networks, as each device is independent of other devices and
there’s no correlation with others behavior. On the other hand, group mobility models
[(2, 58, [I7] are more complex and less used and aim at representing the behavior of
nodes as they move together.

Rhee et al. [IE9] model human contact networks using a generative model of human
walk patterns based on Lévy flights, and reproduce the fat-tailed distribution of inter-
contact times observed in empirical data of human mobility. This model is later used to
characterize the routing performance in human-driven DTNs [E3], predicting the message
delivery ratio.

2.2.1 Random Walk Model (RW)

The starting point of the research on random walk is usually attributed to the letter that
Karl Pearson sent to Nature asking help with the “recurrence” problem [[31], and the
relative answer from lord Rayleigh a week later [[64]. However, the first theory describing
the Random Walk model was put forward by Einstein in 1905 [B9], as Brownian Motion.
It was developed to mimic the random drifting of particles suspended in a fluid.

In this mobility model, we start with a rectangular system area of size X4 X Yz,
and a total number of nodes N. In each step, a node moves from its current position to a
new position by randomly choosing a direction and speed in which to travel. The speed is
either constant or randomly chosen from a uniform distribution, and the direction angle
is chosen from the [0, 27| uniform distribution. Each step in the Random Walk model
occurs in either a constant time interval ¢ or a constant traveled distance d [I8, ], at
the end of which a new speed and direction are calculated. Listing BT in Appendix
shows an example of implementation in Python using a constant distance traveled in
each step.

The Random Walk Mobility Model is a memoryless mobility pattern that retains no
knowledge about its past positions and speed values. This aspect leads this model to
produce unrealistic movements such as sudden stops and sharp turns. If the specified
step time interval (or traveled distance) is short, then the movement pattern is a random
roaming pattern, restricted to a small portion of the simulation area. This pattern is useful
to investigate the performance of semi-static networks. If the goal of the investigation is
to evaluate a more dynamic network, then a larger value should be used for the specified
step time or distance.

Many derivatives of the Random Walk model have been developed, including d-
dimensional walks. In the case of mobile network simulations, the two-dimensional
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derivative is used. Two variants proposed by Nain et al. [[A3] also consider different
strategies when the node reaches a simulation boundary:

Wrap Around Model In the wrap around model, when the mobile hits the edge, it
wraps instantaneously to the opposite edge and continues its movement with the
same direction and speed, by creating a torus-shaped simulation area. As a re-
sult, the direction in which the mobile is moving remains unchanged between two
consecutive movements.

Reflection Model In the reflection model, the node bounces off the simulation border
with an angle determined by the incoming direction. When a mobile node reaches
any edge of the simulation area, the node changes its angle of movement and its
velocity remains constant. The approach employing reflection could generate more
accurate movement patterns, if you consider that in real life mobile nodes are more
likely to reflect their movement when reaching obstacles.

2.2.2 Random Waypoint Model (RWP)

A popular and commonly used mobility model is the Random Waypoint model (RWP).
This mobility model is a simple and straightforward stochastic model that describes the
movement behavior of a mobile network node in a given system area.

In this mobility model, we start with a rectangular system area of size X4 X Yinaz,
and a total number of nodes N. Each node starts in a random initial position (z,y),
where z and y are both uniformly distributed over [0, X,,q.] and [0, ¥;,4.], respectively.
Every node is then assigned a target (z’,y’), randomly chosen over the system area, and
a speed v, which is either constant or randomly chosen from a given distribution. A
node will then start moving toward the destination on a straight line at speed v. Upon
reaching the target (2’,1'), the node stays there for a pause time p, either constant or
randomly selected from a given distribution. Upon the expiration of the pause time, a
new destination and speed are chosen in the same way, and this process repeats until the
simulation ends. Listing B2 in Appendix B shows an example of implementation in
Python.

The mobility model parameters directly affects the performance measures of routing
protocols, and one of the most relevant parameters is the node speed, either as a constant
value or a specific distribution [IG1, B2]. In the RW model, the average node speed is often
believed to be half of the maximum speed, or some value between 0 and V,,,,, when node
speeds are chosen from a uniform distribution (0, V,,4.]. However, simulations actually
show that the average speed consistently decreases if the lower bound of the distribution
Vinin 1s zero [POA]. In this case, it was proven that the system does not reach a steady
state: the average node speed consistently decreases on time. In order to reach a positive
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average speed, the typical solution is by setting a positive minimum speed for the mobility
model. There will be a period of speed decay at the beginning of the simulation; if V,,,;,
is positive, the average speed eventually stabilizes to a positive v, and if V,,;, is close to
zero it may take a long time before the average node speed stabilizes. In general, the
more the minimum speed is close to zero, the larger will be the period of speed decay.
As it is desirable for the simulation model to reach stability as soon as possible, the
minimum speed should not be too small. In this case, the average node speed quickly
converges to a constant and stable value.

The spatial distribution of nodes resulting from their RWP movement in the rectangu-
lar area is another characteristic that demands a proper warm up time in order to reach
stability. At the beginning of a simulation, all nodes are typically uniformly distributed.
However, as it has been observed in [P3, B8, [T, this distribution changes as the nodes
start to move. Figure I shows the difference in the spatial distribution of nodes for the
RW model in the start of the simulation and after 1000 steps. This is because nodes close
to the border have a higher chance to find target waypoints in directions towards the
center of the area. As time goes on, the node distribution get more and more nonuniform,
with a maximum in the middle of the area and a low probability density at the border.
Finally, for a long running time of the movement process, a stationary distribution is
achieved [24]. Another reason for the nonuniform spatial distribution of nodes is the
nonuniform distribution of the chosen direction angles. As pointed in [EG], the probabil-
ity density function of the chosen angles is determined by the shape of the system area
and the starting waypoint of the node.
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Figure 2.1: Spatial distribution of nodes for a Random Waypoint model simulation in an
area of 100 x 100 and with ten thousand nodes. (a) shows the spatial distribution in the
start of the simulation and (b) shows the spatial distribution after 1000 steps.

The main shortcoming of this non-uniform spatial distribution of nodes is the pro-
duction of density waves in the average number of neighbors. Depending on the node
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position in the simulation area, the node has different probabilities of having a number
of neighbors. While the nodes passes near the center, the probability increase, and when
the node reach positions near the border, the probability decreases. This behavior is
undesirable in most of the cases, and some solutions were proposed to overcome this
problem.

2.2.3 Random Direction Model (RD)

The Random Direction Model [ was proposed as a solution to overcome the non-
uniform spatial distribution of nodes produced by the Random Waypoint Model and, as
consequence, to avoid density waves in the average number of neighbors. In order to
promote a uniform spatial distribution of nodes, we choose a random direction in which
to travel instead of a random destination.

In the same way as the Random Waypoint model, we start with a rectangular system
area of size X0 X Yinae, and a total number of nodes N. Every node starts in a random
initial position (x,y), where x and y are both uniformly distributed over [0, X,,q.] and
[0, Y,,02]. Each node is then assigned a direction angle, chosen from the [0, 27| uniform
distribution, similarly to the Random Walk model, and a speed v, which is either constant
or randomly chosen from a given distribution. After choosing the direction angle, the
node travels to the border in that direction at velocity v. Once the node reaches the
boundary, it stops there and chooses a pause time p, either constant or randomly selected
from a given distribution. Upon the expiration of the pause time, a new direction and
speed are chosen in the same way, and this process repeats until the simulation ends.

Since the nodes travel to, and usually pause at the border, the average distances
between mobile nodes are much higher than other models. As a consequence, the average
hop count for data packets will be much higher than other models, and network partitions
will be more likely. To overcome this limitation, a slight modification to the Random
Direction model was proposed [[CZ1]. In the modified version, each node chooses a random
direction and selects a destination anywhere along that direction of travel. The node then
pauses in that destination before choosing a new direction.

2.2.4 Truncated Lévi Walk (TLW)

Humans hardly move in random manners, but it is possible to extract some Lévy walk
patterns from empirical data. Human trajectories are often approximated with various
random walk or diffusion models. Early measurements on nature suggested that animal
trajectory is approximated by a Lévy flight [[12], and this finding has been generalized to
humans [I6Y9]. By using these results, Hong et al. [E3] devised the Truncated Lévy Walk
model (TLW), which is a variant of the Random Waypoint model with the following

15



CHAPTER 2. User Mobility Datasets for Opportunistic Networks

characteristics:

e Flight lengths follow a truncated power law with exponent a:
p(D) ~ 17T < s

e Pause times follow a truncated power law with exponent 5:
(t) ~ 700 <t < tga

e Turning angles follow a uniform distribution: [0, 27]

e Velocity increases as flight lengths increase

It is known that the Inter Contact Time (ICT) distribution of human walks exhibits
a power-law tendency up to some time after which it shows exponential decay [[I7].
The ICT distribution generated from the TLW model exhibits a proper fit to empirical
ICT distributions [[G]. Although there could be other types of mobility patterns that
could generate the same ICT distributions, the actual mobility that generates these
characteristics in empirical data is more closely modeled by Lévy walks than Random

Walk.

Furthermore, the ICT distribution patterns of various mobility models are closely
related to their diffusion rates. In RWP model, the mobility is the most diffusive and
in RW it is the least. In TLW, the diffusivity is in-between, and with a smaller value of
«, it becomes more diffusive. The more diffusive the mobility is, the shorter tail its ICT
distribution becomes.

2.2.5 Social Models

Synthetic mobility models such as the Truncated Lévi Walk produce traces closer to
reality when observing general distributions of collected data. However, while these
statistical attributes are relevant to the spreading process of messages, other applicable
structural properties of the aggregated network display nontrivial topological features,
like a scale-free structure [E4]. Moreover, these network topologies strongly influence the
dynamics taking place on the networks [[C4]. These observations led the mobile networking
community to adopt social models to represent such behavioral patterns, and a number of
papers have been devoted to modeling the dynamics of social interactions. In particular,
community formation [, G| and the evolution of dynamics of opinions and social ties
(61, 34, O3, [95] are important issues being investigated in this context.

An interesting approach for modeling contact traces is presented by Stehlé et al. [[X1].
In this approach, social behavior of nodes is simulated by agents in social interaction,
producing dynamical and bursty contact networks. These networks are formed by dis-
connected cliques of different sizes. In each step, agents are randomly chosen to make
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transitions from being isolated to being part of a clique or vice versa. By using this
approach, different distributions of contact durations and inter-contact durations can be
obtained by considering different transition probabilities. More than a simple mobility
model, this is a complete modeling framework that can be easily extended, opening per-
spectives for systematic investigations of dynamical processes occurring over dynamical
networks.

2.3 SocioPatterns — Active RFID-based experimen-
tal framework

In this section we present the SocioPatterns platform® [Ed], an experimental framework
aimed to gather data on face-to-face interactions between interacting individuals with
high spacial resolution in a spatially bounded setting, such as a set of offices or a confer-
ence.

During a SocioPatterns experiment, the participants are asked to carry small RFID
tags ] embedded on badges, henceforth called beacons, to collect short range proxim-
ity relations. These beacons continuously broadcast ultra-low power radio packets in an
effective sampling frequency under one second. Furthermore, they sense their neighbor-
hood and assess directly packets exchanged with nearby tags. This way, they are not only
simple beacons that passively emit signals to be received and processed by a centralized
set-up; they rather exchange messages with one another in a peer-to-peer fashion.

When individuals wear the beacons, persistent packet exchanges between the RFID
devices can be used as a proxy for proximity information. The spatial resolution is
tunable; a variable spatial resolution is attained by setting different radio power levels
on the proximity sensing devices. Configurable radio power levels can reach ranges from
several meters down to face-to-face proximity of less than 1 — 2 meters. At the highest
spatial resolution, by using ultra-low radio power transmission, the human body acts as
a RF shield at the carrier frequency used for communication. In this case, by assuming
that the subjects wear the badges on their chest, exchange of radio packets between
badges is only possible when two persons are at close range and facing each other.

Regardless of the proximity range settings, when a relation of proximity (or “contact”,
as we will refer to in the following) is detected, the devices broadcast a report message
at a higher power level. The reports contain a time stamp, the ID of the relaying station
and the 1D of the tags which participate in the contact event. These reports are received
by stations installed at fixed locations in the environment (RFID readers). The readers
can store reports locally to be processed afterwards, or they can relay the reports to
the monitoring infrastructure by means of a Local Area Network in order to process the

http://www.soclopatterns.org
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information for live visualization.

The devices are programmed in such a way that the proximity of two individuals
wearing badges can be assessed with a probability in excess of 99% over an interval of 20
seconds. This time scale is fine enough to resolve social interactions at social gatherings.
False positives are exceedingly unlikely, as the radio packets used for proximity sensing
cannot propagate further than the programmed range, and a sustained number of packets
is needed in order to signal a proximity event. If a sensed contact persists for a few
seconds, then, given the short range and the face-to-face requirement, it is reasonable
to assume that the experiment is able to detect an ongoing social contact (as e.g. a
conversation). Once a contact has been established, it is considered ongoing as long as
the involved devices continue to exchange at least one radio packet for every subsequent
interval of 20 seconds. Conversely, a contact is considered terminated if an interval of 20
seconds elapses with no packets exchanged.

The RFID beacons and RFID readers used in SocioPatterns experiments were created
by and obtained from the OpenBeacon project®. For a more detailed description of the
sensing platform and some of its deployments, see Ref. [@4, [T, B]. Figure 22 shows an
image of the tag used in one of the experiments.

One of the first deployments of the measuring infrastructure took place during the
workshop “Facing the challenge of Infectious Diseases” at the ISI Foundation on October
13—17, 2008. Participants to the workshop were offered to volunteer to participate to the
experiment, and a large part agreed. This allowed us to gather data in a very dynamical
context with periods of high social interaction (coffee and lunch breaks) and other periods
in which the participants sit together but (almost) do not interact in a pairwise fashion.
The experiment involved about 50 attendees over four days. The reporting stations were
placed in the main areas in which people were expected to be during the sessions and
breaks — namely the conference room, the bar (where coffee breaks were taking place)
and the cafeteria area (where lunch was served). A station was also positioned in the
lobby which is also suited for discussions (see Figure E2).

2.3.1 Datasets

The SocioPatterns RFID platform was deployed at different events to collect data at
gatherings of different scale, with different proximity-sensing ranges. The first deploy-
ment took place at the 25" Chaos Communication Congress (25C3) in Berlin, Germany,
from December 27th to December 30th, 2008. Proximity between RFID badges was
recorded within a comparatively long range of 10-12m. The second deployment was at
the XX¢ Congres de la Société Frangaise d’Hygiene Hospitaliere (SFHH) in Nice, France,
on June 4th and 5th, 2009. In this case, contacts between individuals were detected

3http ://www.openbeacon.org/|
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Figure 2.2: Left: photo of a beacon (Courtesy of M. Meriac, OpenBeacon project).
Right: map of the experiment premises. The circles denote the positions of the reporting
stations in one of the deployments.

Event Event Type | Participants | Hours | Contacts

25C3 | conference/gathering 684 57 | 1,457,520
SFHH conference 413 32 199,966
HTO09 conference 113 77.5 41,276

Table 2.1: Characteristics of the data sets.

based on face-to-face proximity within 1-1.5m. The third deployment happened at the
20" ACM Conference on Hypertext and Hypermedia (HT09) in Turin, Italy, from June
29th to July 1st 2009. Also in this case, contacts were recorded when individuals were
in close-range face-to-face proximity. Table EZ1l reports some quantitative features of the
data collected at the above gatherings.

It is important to remark that the SocioPatterns platform does not perform accurate
spatial localization and trajectory tracing. Rather, it focus on accurately mining for
proximity between individuals, i.e., on topological and temporal properties of mobility
and not on metric properties. While other approaches use information about node local-
ization to calculate node proximity, this platform directly sense and record “contacts”
between nodes, using the exchange of low-power packets as a proxy for contacts.

2.3.2 Meta data

In some SocioPatterns experiments, a further step was accomplished by integrating data
collected from the contact sensing platform with data from semantic web and online social
networks [[I]. This setup was successfully deployed at HT2009 and other conferences.
Personal profiles of the participants were automatically generated using several Web 2.0
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systems and academic data sources, and integrated in real-time with the face-to-face
contact network derived from wearable sensors. Integration of these heterogeneous data
layers made it possible to offer various services to conference attendees to enhance their
social experience such as visualization of contact data, and a site to explore and connect
with other participants.

Collecting user meta data is particularly important in this work, because it offers
a further way to calculate user similarities and to infer user interests, as we will see
in Chapter B. As the amount and variety of semantic data available on the web is
continuously growing, data from various conferences (e.g. ESWC, ISWC, WWW) has
been consistently collected and published in recent years [[40], and can be retrieved from
sites such as @ata.semanticweb.org. This information has been merged with data from
several publication databases (e.g. CiteSeer, DBLP) by the RKBExplorer system [EI].

Social relationship information from online social networks could provide a useful
substrate for constructing social services. However, since such networks generally cap-
ture only part of the actual social network, meshing this information with data coming
from real-life social activities would greatly improve this potential. To this end, the Live
Social Semantics experiment [[@] was designed as the blending of data gathered by the
SocioPatterns platform with data available in the TAGora project [[I30]. This experiment
not only provided participants with various novel services, such as logs and summaries
of their social interactions, but also provided participants to integrate this with informa-
tion from people’s social profiles of interest, scientific communities of practice, and their
online social contacts. At HT2009, the semantic web, the social web, and the physical
world were brought together to create a rich and integrated network of information. Ac-
quiring and integrating these heterogeneous, but overlapping, data sources provided a
new experience and services to conference attendees. The main goal was to encourage
conference participants to network, to find people with similar interests, to locate their
current friends, and to make new ones.

The Live Social Semantics experiment was also deployed for 4 days (1-4 June 2009)
during the European Semantic Web Conference (ESWC), which was located in Crete.
More than 300 people attended the conference, out of which 187 accepted to participate
in using our application. Each participant was issued with a uniquely numbered RFID
badge. Users were asked to enter their RFID ID number on a website dedicated to
this social application. On this website, users were also able to provide their Delicious,
Flickr, and lastFM account names, as well as activating a Facebook application that
collected their social contacts. Out of the 187 participants who accepted to take part
in the experiment by wearing RFID badges, 139 of them also created accounts in the
application site.

Data from various Web 2.0 sources were imported using online APIs or screen scrap-
ing, and subsequently converted to RDF. The aim was to provide a service endpoint
that supports the collection and reasoning over the data. Data in the virtual world was
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sourced from social networking sites, to obtain social tagging data and contact networks,
as well as the Semantic Web, to obtain information about publications, projects, and co-
operations. The framework also processed an individual’s interests (e.g., favorite music
artists) their tagging activities. In turn, the framework automatically suggested to users
a list of interests that they could edit, and elect to expose to other participants.

For privacy concerns, permission was sought from all participants for collecting and
using their data. A form was prepared which explained what the data is, how it was going
to be used, and for how long. Users were shown how the RFID badges are used, and
the geographical limits of where their face-to-face contacts can be detected (conference
building). When creating an account on the application site, each user was given the
option of destroying their data after the end of the event.

2.3.3 Visualization

Some of the conducted SocioPatterns experiments were accompanied with publicly dis-
played dynamic visualizations of the contacts between individuals. This is achieved by
defining a dynamic contact network in which the beacons/persons are nodes and the
contacts are edges.

Two different types of real-time visualizations were provided. The first, the spatial
view, was publicly displayed on large screens in the main lobby area. The second, the
user focus view, was accessible by means of a web browser on the available local network,
and is linked to from each user’s account page on the application site. Both are dynamic
visualizations driven by regular updates received through a TCP socket connection with
the local post-processing server.

The Spatial view (Figure E23) provides an overview of the real-time contact graph.
It represents the RFID-badge wearing participants within range of the RFID readers,
as well as ongoing social contacts. Each participant is represented by a labeled yellow
disc or, when available, by the Facebook profile picture. The contacts are represented
by edges whose thickness and opacity reflects the weight of the contact. The edges are
decorated, where applicable, with small icons representing the social network from which
the relationship was retrieved (e.g., Facebook, Flickr, lastFM), marking the occurrence
of that relationship in the respective social network. This visualization is primarily
concerned with the contact network topology, and the precise position of the participants
is of lesser concern. However, an approximate localization of the participants is achieved
by representing the RFID readers in a fixed layout and the badges next to the RFID
readers that receive their reports. The location of the participant is driven by a force-
directed layout algorithm [A8], where springs are associated with both the explicitly shown
contact edges and the edges between beacons and stations, which are not shown, and the
length of these springs is inversely proportional to the strength of the respective contact
or beacon-station proximity estimations. This approach adds spatial structure to the
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Figure 2.3: A snapshot of the spatial view grabbed during a session. This view shows
the instantaneous state of the contact network at a given time. The beacons are labeled
with available metadata (such as e.g. the actual names of the persons) or as their 1Ds if
metadata was not given. The edges represent relations in social networks or contacts in
the SocioPatterns framework. The beacons are positioned near the stations from where
their signals are received.

contact graph representation.

The User-focus view (Figure E4) provides an overview of the user’s social neighbor-
hood. It shows the set of participants with whom the selected user has ongoing contact,
or had significant cumulative contact so far, or is connected by means of a social link
in one of the available online social networks gathered by the metadata collection layer.
Contacts and social connections between the user and their neighbors are shown as edges.
Contacts and social connections between the neighbors themselves are shown as edges as
well. Social connections are decorated with icons representing the social networks from
which it was retrieved.

The model is regularly updated based on the live data feed, and the view is updated
after each iteration of the algorithm, up to 25 times per second. The result is a continu-
ously morphing network representation in which the marks of beacons that are in contact
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Figure 2.4: User-focus visualization in which user HAlani has the focus. He has ongoing
contacts with MMattsen and an anonymous user with badge id 1103, as indicated by the
yellow edges. These two users are also in contact, and they are connected in the Flickr
network as indicated by the yellow edge and the Flickr icon that decorates it. There has
been significant contact between HAlani and CCattuto, as indicated by the thick gray
line. They are also Facebook friends and share a COP. The cyan colored edges indicate
that the users are (only) linked in one or more of the social or COP networks.

try to occupy adjacent positions, and to move towards the marks of the closest stations.
Sample movies can be viewed on the website of the SocioPatterns project?.

4http ://www.soclopatterns.orsg
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Chapter 3

Human Proximity as Complex and
Dynamical networks

In this chapter, we present the scientific tools used to model, analyze and characterize
data presented in the previous chapter. Based on the multidisciplinary science of complex
systems and complex networks, we show that human prorimity data can be conveniently
modeled as dynamical networks and that most of the concepts used in the analysis of
static complex networks, which were later extended to the domain of dynamical networks,
can be used to characterize this data. Tools focused on analysis and visualization are
important instruments to understand the dynamics behind such data.

Many phenomena in nature can be modeled as a network, and human proximity is
one of them. Many complex structures have been studied as Complex Networks [B]: brain
connections [BY], protein-protein interactions [BH|, social interactions, the Internet and
the World Wide Web. All such systems can be represented in terms of nodes and edges
as graphs. In the World Wide Web, for example, web pages are represented as nodes and
the links between pages are represented as directed or undirected edges. A fundamental
characteristic that is long known is that some of these complex networks exhibit scale-
free structure. Moreover, they display substantial nontrivial topological features, with
patterns of connections that are not random, but have a more structured architecture.
The modeling and the characterization of these complex systems are challenges presented
in complex network research.

Although the complex structure of these systems are often modeled as graphs, their
understanding requires most often to consider the dynamics of their evolution. Some
of their characteristics are relevant only if taking temporal attributes in consideration.
Dynamical networks differ from traditional complex networks in their dynamism: they
are evolving networks, and their analysis must take the time domain into account. Time
intervals are natural attributes of nodes and edges, defining for how much time they are
active in the network. Node and edge properties also can have temporal attributes that
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can change over time. Given their potential as a theoretical model and their promising
applications, dynamical networks have been the subject of increasing interest.

Significant progress has been achieved in the last decade or so in the study and char-
acterization of complex networks, focused on static configurations, in which the temporal
dimension was not considered. In case of dynamical networks more is bound to come,
given the increasing availability of massive networked data sets with temporal informa-
tion. Characterizing properties like duration, frequency, concurrency and causality in
the temporal dimension is absolutely necessary to study the dynamics of interaction in
dynamical networks.

In fact, causal effects are somewhat underestimated in the domain of opportunistic
networks, although they are fundamental in the process of information dissemination. For
instance, if a device A first contact B then C, information can flow from B to A and then
to C, but not from C to B. By taking only the static network in consideration, the set of
contacts allow information flowing in both cases. Few large-scale empirical observations
of dissemination processes exist to validate any assumption that causal effects are greatly
affected by temporal aspects. However, the few cases in which temporal aspects have
been considered in more detail, indeed revealed significant consequences B3, [3, @0, [A3,
[0, 9, 94, g2, C79).

Human proximity networks can be naturally modeled as dynamical networks. Users
and devices are represented as nodes that can appear and disappear in the network. Prox-
imity relations or contacts are represented as edges constantly changing the structure of
the network. This abstraction is useful to evaluate how information propagates in mobil-
ity networks, or to simulate the dynamics of disease spreading by using compartmental
models known in epidemiology [[TM].

3.1 Complex Systems and Network Analysis

People in a variety of disciplines have always attempted to find universal patterns in the
world around them. And in doing so, they search for regularities in what is perceivable,
and make use of habitual ways of thinking to explain it. These habitual ways of thinking,
or conceptual frameworks, are themselves a product of the perception that reflects the
observations that have been made.

Computers, like telescopes and microscopes, have opened a whole new world of possi-
ble observations. The computational power available to scientists have made it possible
to explore the consequences of simple interactions in complex wholes in a way never be-
fore possible. And, in a variety of disciplines, it is emerging that these new observations
can enable the understanding of phenomena long believed to be too complex for analysis.

Simple things interacting in simple ways can yield surprisingly complex outcomes [B3].
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The science of Complex Systems is a quite general conceptual framework usable in a
variety of different disciplines. It studies how parts of a system give rise to the collective
behaviors of the system, and how the system interacts with its environment. The field of
complex systems focuses on questions about parts, wholes and relationships; questions
that are relevant to all traditional disciplines of science.

Even if it is hard to converge on a widely accepted notion of “complexity”, a quite
general definition has been given by Barrat et al. [[1]:

“Complex systems consist of a large number of elements capable of interacting
with each other and their environment in order to organize in specific emergent
structures”.

In fact, most of the natural and artificial environment in which we are wrapped up
reveal patterns of interaction at both macroscopic and microscopic scales. In natural
ecosystems, predator-prey relationships can result in interactions as complex as the in-
teractions that occur between proteins to carry out a biological function. Technological
networks as the connections between routers of the Internet can be so complex as social
networks of friendship between people. All these systems are intelligible examples of
networked systems, and are objects of study for the so called Network Science [200, B3].

The science of Complex Networks is a relatively young field of research, and also in-
volves different disciplines. Not surprisingly, each field concerned with complex networks
has its own nomenclature. In fact, every system that encapsulates a relation or inter-
action between its constituent elements admits some abstract representation in terms
of a network, or, from a mathematical perspective, of a graph. The complex network
discipline focus on the empirical study and systematic modeling of real-world networks
with the goal of mining the information hidden by the complex patterns, understand-
ing the underlying dynamics of interaction and evolution and learn how to improve the
effectiveness and efficiency of artificial complex systems.

The large availability of datasets from many different sources and fields in the last
years triggered a significant effort in the investigation of all kinds networked environ-
ments using the paradigm of the complex systems analysis. Such very interdisciplinary
study allowed to discover very soon striking regularities in diverse networks. Several
technological, biological or social self-organizing systems [[Z4, @ have been found to be
characterized by the small world property [P, that determines a logarithmic growth of
the average distance between pairs of nodes with respect to the total number of nodes.
Many of these networks have been also found to be scale-free, namely characterized by a
node connectivity distribution that decays as a power law[[d, E1]. The discovery of these
and many other invariants has given strength to the area of complex systems analysis
as a cross-discipline science useful to detect and exploit ubiquitous hidden patterns in
biological life and technological structures.
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Since then, the perspective on the data-driven study of graph-based systems has
widened considerably and the results of exploratory analysis of big networks [B, [, [X7],
together with the increasingly richness of data on human activity, mobility, and interac-
tions 78] opened the way to devise services that can profitably combine several data
sources of interrelated complex systems to provide services to people. Besides the num-
bers of new recommendation and suggestion tools for online social networks, notable
examples are the control of spreading of viruses in computer or human contact net-
works [[32, B3], the monitoring of face-to-face interactions inside hospitals to minimize
infections within the structure [, the “outdoor advertising” on mobile phones [[G3]
based on the mobility patterns of people in a city, and the spreading of information be-
tween mobile devices based on spontaneous affinities of users - which is the subject of
this work.

In this part we use complex systems analysis to study social, concept, and similarity
networks. In the following we provide some fundamental notions of graph theory and
the descriptions of network analysis techniques and tools that are at the basis of our
investigations.

3.1.1 Graph theory for network analysis

Not by chance, the natural framework for a rigorous mathematical description of networks
is found in Graph Theory. The general theoretical framework grounded on graph theory
can be applied to model a vast variety of complex systems.

The study of graphs, known as graph theory, is a branch of mathematics, and was
first systematically investigated by D. Konig in the 1930s [B0]. However, the work written
by Leonhard Euler in 1736 on the Seven Bridges of Konigsberg is regarded as the first
paper in the history of graph theory. His work solves the Konigsberg bridge problem,
a famous problem precursor to graph theory, and proves the nonexistence of a so-called
Eulerian cycle across all seven bridges of Konigsberg.

The main sources for the Graph Theory formalizations the books by Chartrand &
Lesniak [B1] and Bollobas [E]. In the most used formalization, an undirected graph G is
defined by a pair of sets G = (V, E), where V is a set of vertices or nodes, and FE is a set
of unordered pairs of different nodes, called edges or links. By referring to a node by its
order ¢ in the set V', an edge (4, j) joins the nodes ¢ and j, which are said to be adjacent,
connected, or neighbors.

The formalization of directed graphs differs on the edge definition. In a directed graph
G, V is a set of vertices or nodes, and E is a set of ordered pairs of different nodes that
are called directed edges. If the graph is directed, the edges can be also called arcs, and
the node from which the arc originates is called source while the other one is called target.

A graph is visually represented as a collection of points or circles, and lines connecting
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them. The points represent the graph vertices and the edges are represented as lines
connecting the vertices. When representing directed graphs, the ordered nature of the
edges is usually depicted by means of an arrow, indicating the direction of the edge.

Following the concept of graphs, a tree graph is a hierarchical graph where any two
vertices are connected by exactly one simple path. In other words, any connected graph
without closed loops (cycles) is a tree. A forest is a disjoint union of trees. If the tree
is directed and there is a parent node from which the whole structure arises, then it is
known as the rooted tree.

From a mathematical point of view, it is convenient to define a graph by means of a
adjacency matriz V x V, such that the entry a;; = 1if (¢,j) € E and a;; =01if (i,j) ¢ E
For undirected graphs the adjacency matrix is symmetric, and therefore it conveys
redundant information. For directed graphs, the adjacency matrix is not necessarily
symmetric. The relationship between a graph and the eigenvalues and eigenvectors of its
adjacency matrix is studied in spectral graph theory.

The pair of nodes in an edge, be the graph directed or undirected, are not necessarily
distinct. If the nodes are not distinct, i.e., the edge originates and terminates in the
same node, then the edge is a loop. And if the edges are not unique, i.e., there are edges
with the same source and target, then the graph is a multigraph. If the graph contains
no loops and no multiple edges then it is a simple graph.

Nodes and edges can be annotated with attributes, and specifically, a weighted graph
has numeric weights associated to edges. In this case, the graph can be represented as a
weighted adjacency matrix W. Like the adjacency matrix, the weighted adjacency matrix
can be used to represent undirected weighted graphs and directed weighted graphs. The
weighted graph representation provides a richer description by considering the topology
along with quantitative information. This representation is in correspondence with many
real networks, which display large heterogeneity in the capacity and intensity values of
edges.

3.1.2 Topological measures on graphs

Complex network analysis is based on a core of topological measures that describe the
main structural properties of the graph [[@A, [Y]. In the following we review some of
them.

Node Degree. In undirected graphs, the degree k of a node is definded as the number
of edges connected to it. In case of directed graphs, we can distinguish the in-degree k;,
and out-degree kyy:, respectively the number of edges for which the node is a successor
and predecessor. More specifically, the in-degree of a node is defined as the number of
edges pointing to it, and its out-degree is defined as the number of edges departing from
it. The total degree of a node in directed graphs is defined by the sum of its in-degree
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and its out-degree.

Node Strength. In weighted graphs, the strength of the node is the sum of the weights
of the edges incident on a node; in-strength and out-strength are defined for weighted
directed graphs, similarly to in- and out-degree.

Nearest Neighbors. The nearest neighbors of a node i are the nodes to which it is
connected directly by an edge. The number of nearest neighbors of the node is equal to
the node degree.

Path. A path that connects two nodes vy and v, is an ordered collection of nodes
P = {vg,v1,...,v,} and a collection of edges EP = {(vg,v1), (v1,v2), ..., (Un_1,v,)} such
that, for each node v; € P — {v,, }, there is an edge (v;,v;11) in EP.

Cycle. A cycle is a path in which vy = v,, and all nodes and all edges are distinct. Any
connected graph without cycles is also a tree.

Distance. The distance or shortest path length between two nodes i and j is defined
as the length of the shortest path going from nodes ¢ to j. It is also called geodesic
distance [BEd.

Eccentricity. The eccentricity of a node ¢ is the greatest distance between ¢ and any
other vertex j. It can be thought of as how far a node is from the node most distant
from it in the graph.

Diameter. The diameter of a graph is defined as the maximum distance between any
two nodes in the graph, or the maximum eccentricity of any node in the graph. That
is, the diameter is the longest of all shortest paths among all possible node pairs in a
graph. It states how many edges need to be traversed to interconnect the most distant
node pairs.

The diameter is used to assess the width of the network; however, it is very susceptible
to outliers, since just a single long shortest path can determine a high diameter. To avoid
this problem, the effective diameter measure have been proposed, that is the minimum
distance d such that it includes the 90% of the node pairs [[20].

Radius. The radius of a graph is the minimum eccentricity of any node.

Density. To measure how densely the graph is connected, the density of a graph is
defined as the ratio between the number of existing edges and the number of maximum
possible edges. In a simple graph, the density is specified as:

£
VIV =1)
In directed graphs, density is multiplied by a factor 2 since the possible number of
connections is double than the number in undirected graphs. If the number of edges in a

graph is close to the maximum number of possible edges, it is said to be a dense graph.
If the graph has only a few edges, it is said to be a sparse graph.

D= (3.1)
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Clustering coefficient. The clustering measures the tendency of the neighbors of a
node to be connected to each other. It tries to answer the question: “are my friends also
friends of each other?” Quantitatively, the clustering coefficient indicates the degree to
which the neighbors of a particular node are connected to each other. The clustering of
a node 7 is measured by a coefficient C(¢) as introduced by Watts and Strogatz [P] for
the analysis of small-world networks is computed as the ratio between the actual number
of edges between i and its neighbors e; and the maximum possible value of edges possible
between its neighbors which is k;(k; — 1)/2, thereby giving us:

Qei

cl) = li(k; — 1)

(3.2)
This measure is meaningful only for k; > 1. If k; = 1 then we consider C'(¢) = 0. The
clustering coefficient of the network, which measures the overall degree of clustering of
the graph, is simply defined as the average clustering;:

© =53¢0 (33

Centrality and centralization. The role that specific nodes and edges have with
respect to the global topology of the graph is one of the main insights to characterize
the network. The importance of a node or edge is assessed by centrality measures [[77],
that may be defined on several structural features of the graph, like its connectivity or its
position with respect to the other nodes. The most commonly used centrality measure
is the degree centrality, that coincides with the degree of the node. The degree of a node
is a very basic indicator of its centrality, but it is a local measure that does not take
into account the global properties of the network. The Bonacich power index not only
takes into account the degree of a node but also the degree of the nodes connected to
a node. Closeness centrality approaches compute the distance of a node to all others.
Reach centrality computes what portion of all other nodes can be reached from a node
in one step, two steps, three steps, and so on. The eigenvector approach is an attempt
to find the most central node in terms of the global or overall structure of the network.
Finally, betweenness centrality is a measure that aims to describe a node’s position in a
network in terms of the flow it is able to control.

Mixing patterns.

Structural and hierarchical ordering of many networked systems is often given by the
tendency of individuals to be connected with others that share some feature in common.
This pattern has been detected in datasets coming from different fields like human and
computer sciences, ecology, and epidemiology and it is known as assortative mizing.
Simmetrically, a disassortative mizring is detected in many other real world networks
where individuals are connected more likely with others with different properties |3,
23, [@7]. For instance, social webs are assortative with respect to the age of the people
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and the network of routers in the Internet is disassortative with respect to the number
of connections of each router.

Even if mixing patterns can be defined with respect to any attribute of the vertices,
the most studied mixing pattern involves the node degree. This mixing measures the like-
lihood that nodes have neighbors with similar degree. One of the measures of correlation
between degrees of neighbors is given by the Pearson assortativity coefficient [IZ3]:

S ek 1B = [, (e + )/ B )
3202 + B2/ QIE])] — [, Ue + ko) LB

where j. and k. denote the degree of the nodes incident on edge e. Its values can
range from -1 (perfectly disassortative network) up to 1 (perfectly assortative network).
Nevertheless, Pearson coefficient can be misleading when a non-monotonous behavior of
the correlation function is observed; in this case the measure gives more weight to the
higher degree classes, which in several cases might not express correctly the variations of
the correlation function behavior.

A more practical measure involves the average nearest neighbors degree of a vertex :

1

! jerg

Starting from this quantity for single nodes, we can define an average for all the nodes
with the same degree class [, [A:

1
b (k) = > ki (3.6)
AT

where Ny is the number of degree k nodes. In the presence of correlations, k,, (k) identifies
two classes of networks. If k,, (k) is an increasing function of k, then highly connected
nodes have a high probability of being linked with other high degree nodes, while a
decreasing behavior reveals a disassortative mixing.

3.1.3 Generative models

Macro structural properties of complex networks do not arise by chance. These properties
allow to classify them in different categories, and to define models to artificially reproduce
the same qualitative features. There are some properties and features that are normally
reproduced by generative models: the diameter, the clustering coefficient and the degree
distribution. In the following, we present three well-known network categories and their
corresponding models.

31



CHAPTER 3. Human Proximity as Complex and Dynamical networks

Lattice graphs

Lattices are simple deterministic models where nodes are connected according to regular
grid-like patterns. There are conflicting definitions of the lattice graph. The simplest
definition of n-dimensional lattices is a graph in which the vertices are placed at the
integer coordinate points of the n-dimensional Euclidean space and each vertex connects
to vertices which are exactly one unit away from it.

The lattice ring graph (or one-dimensional lattice) is originated by logically arranging
nodes into a ring and connecting each node with its K closest neighbors (with K even),
K /2 on each side. That is, if the nodes are labeled ng...ny_1, there is an edge (n;, n;) if
and only if  |i — j| =k (mod N) for some |k| € [1,%]. The complete graph is a limit
case of the lattice ring network, where K is sufficiently high to connect all its nodes.

The description adopted by Brualdi and Ryser [BG] defines a lattice graph Lim,n) as
the line graph of the complete bipartite graph Km,n). A line graph (also called edge
graph) of a simple graph G is obtained by associating a vertex with each edge of G and
connecting two vertices with an edge iff the corresponding edges of G have a vertex in
common. This definition unveils a different graph structure from the lattice graphs as
defined previously.

Despite of the adopted definition of lattice graph, nodes in lattice networks are densely
connected locally and therefore the clustering coefficient is high. On the other hand,
the shortest path connecting two generic nodes in the network is long on average and
consequently the diameter is high.

Random graphs (Erdés-Rényi)

Several random processes of graph growing were studiend in graph modeling [B2], and
the final degree distribution depends on the nature of the random process. Erdos and
Rényi [[@, @] studied a model of growth for random graphs that consists in a random
process of edge creation in which, at each step, two nodes are chosen uniformly at random
and an edge is inserted between them. The process at the basis of the Erdés Rényi (ER)
graphs is the most known model of growth for random graphs.

The generation of an ER random graph requires two parameters: the number of
nodes n and the probability of attachment p. The graph G(n,p) is generated through a
memoryless process, where an edge is created between each pair of nodes with probability
p. The probability distribution of node degrees in the generated graph is given by a
binomial distribution as follows, where p;, is the probability that a hode has degree k:

p= (" - (3.7

As the value of n increases, the degree distribution tends to a Poisson distribution. In
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this case, the range of variability of node degree is relatively small:

k

pn
Pr ~ €pkﬂ (38)

The connectedness of random graphs, especially infinitely large ones, is described in
Percolation theory, introduced in the mathematics literature by Broadbent & Hammer-
sley [B3]. The graph connectivity question is: for a given value of n and p, what the
probability is that G(n, p) is connected? In fact, graph connectivity depends on values of
n and p, following a sharp threshold behavior [@]. When n-p < 1, it is very likely that the
graph will be disconnected, with components of size O(log(n)). At the threshold value
n - p = 1 there is a high probability that the graph will have a connected component of
size around n??. Finally, if n-p > 1, there is a high probability that the graph will have a
giant connected component containing the vast majority of edges. The giant component
of ER graphs has small diameter and low clustering coefficient.

Small world graphs (Watts-Strogatz)

Many real-world networks exhibit small-world properties, including short average path
lengths and high clustering. These characteristics show that these networks are a mid-
term between random and regular graphs. Social networks, for example, show highly
clustered social communities, but two generic individuals have few degrees of separation.
The Watts and Strogatz (WS) model [PI] is a random graph generation model that
produces graphs with these small-world properties. It does so by interpolating between
an ER graph and a regular ring lattice.

The generation of a WS graph requires three parameters: the number of nodes n,
the mean degree K (assumed to be an even integer), and a probability 5. The model
generates the graph by constructing a lattice ring graph with N nodes each connected
to K neighbors and, for each edge present in the graph, and rewiring it with probability
B. Rewiring is done by replacing an edge’s endpoint with another node uniformly chosen
from the set of nodes, but avoiding self-loops and link duplication.

The resulting graph has n nodes and % edges. As the probability § increases,
the properties of the graph change in a threshold-driven fashion. Approximatively, if
B < 1073 the graph still preserves the main features of the lattice ring and if 8 >
107! the shape of the graph becomes similar to a ER configuration. With 3 in the
interval [1073,1071) the graph assumes the desired small world properties. In particular,
if compared with a random graph with the same size, the resulting graph has a comparable
average shortest path length but a much higher clustering.
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Scale Free network (Barabasi-Albert)

The average path length and the clustering coefficient of many real networks are well
reproduced by Watts-Strogatz graphs, but their degree distribution are different from
the distributions found in scale-free networks, and therefore a model for this growth
process is needed. The mostly widely known generative model for a subset of scale-free
networks is Barabasi and Albert’s preferential attachment model [[d]. In this model,
the “rich get richer” strategy is the base of the process, and edges are created with a
probability distribution which is not uniform, but proportional to the current degree of
nodes.

The generation of a Barabéasi-Albert (BA) graph requires two parameters: the number
of nodes n and a number of edges k£ to add in each step. The network begins with an
initial random network with my nodes with degree greater than 1 (otherwise the node
remains disconnected from the network). A new node is added and connected to k£ nodes
with probability proportional to the number of edges that the existing nodes already
have. Formally, the probability p; of connection with an existing node ¢ is:

bi = i
' ijj‘

(3.9)

where k; is the degree of node .

Heavily linked nodes (“hubs”) tend to accumulate even more edges, while nodes with
only a few links have low probability to be chosen as the destination for a new edge. This
“rich gets richer” strategy is similar to the growth process of real networks.

The degree distribution of BS graphs is distributed as a power law of the form p(k) =
c - k=%, that defines a scale free distribution. It has been observed that the typical
exponent of the power law degree distribution of many real-world graphs has an exponent
a ranging between 2 and 3.

The average path length in the Barabsi-Albert model (BA) grows approximately
logarithmically with the network size. The clustering coefficient is higher than a ER
graph with comparable size, but is still lower than the clustering in WS, whose clustering
coefficient is more similar to the values found in real graphs.

Although both BA and WS models fails in modeling some macro statistical properties
of real networks, the former by having low clustering coefficient and the latter by having
a distinct node degree distribution, such models give a priceless contribution to the study
and modeling of complex networks and provide useful abstractions for the comparison of
properties of different systems.

Some derivatives of the Barabdsi-Albert model were proposed by changing the crite-
rion of network growth. Basically, the probability p; of connection with an existing node
1 can be proportional to any node property and not just the node degree. Fortunato et
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al. [[[3], for example, propose a model where the probability is proportional to any pres-
tige measure, be it topological or not. They show that the resulting network is scale-free
when the probability distribution of p; is any power-law function of its rank.

3.2 Temporal Networks

The dynamical evolution of networks can be generally modeled by introducing a time
variable ¢ that indicates the network changes in time. Some works focus on general
models of network evolution [I8], by modeling the growth of weighted networks in which
the structural growth is coupled with the edges’ weight dynamical evolution. In this
case, synthetically generated dynamical networks show complex hierarchical structures
characterized by clustering and connectivity correlations.

One of the earliest studies using Dynamical Network Analysis (DNA) [E3] was the
Sampson’s monastery study [E02], where Harrison C. White observed and analyzed the
evolution of the network community structure in a New England monastery by taking
snapshots of the network at different intervals. The study describes social relations
among novices who were preparing to join a monastic order. The data is freely available
in several formats and is represented as a network structure. The novices are represented
as nodes, and the edges are the affect relations among the novices, which were collected
at five moments in time, by asking them to indicate whom they liked most and whom
they liked least. White divided the novices in different groups based on his observations
and analyses.

The structure of social networks can be studied over time in order to find evidence
of assortative mixing and temporal clustering of behaviors among linked nodes. This
evidence is sometimes used to support claims of peer influence and social contagion, but
homophily could also be used to explain such evidence. In fact, a great challenge when
studying the dynamics in the structure of social networks is to distinguish peer-to-peer
influence from homophily. In the former, assortative mixing and temporal clustering is
used as evidence that a node directly influences or cause outcomes in its neighbors [62, B3].
The homophily principle, on the other hand, says that similarity breeds connection |38,
and some outcome patterns among neighbors that look like direct contagion in fact have
no direct causal influence, but are results of relationships with similar people that share
common characteristics. A lot of debate is still ongoing among researchers who advocate
both points of view, and also criticism to those who do not took into account both factors
[[X7]. In this context, Aral et al. [A] propose a method to understand the mechanisms
that drive contagions in networks. Such methods can be used to know how to propagate
or to avoid propagation in domains as diverse as epidemiology, marketing, development
economics, and public health.

In opportunistic networks, a Contact Graph G(V, E) is usually used to describe a
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dynamical network. In a contact graph, V is the set of nodes and E is the set of edges,
with each edge being represented by a couple of nodes, the time when the contact started
and the contact duration.

Here, we refer to the definition of Temporal Networks found in the review written by
Holme and Saraméki [B2]. In this reivew, temporal networks can be divided into two
classes corresponding to two types of representations. In the first representation, there
is a set of vertices V interacting with each other at certain times, and the durations of
the interactions are not considered. In this case, the network can be represented by a
contact sequence—a set of C' contacts, triples (i, j,t) where i,j € V and t denotes time.
Equivalently, one can represent the network as a graph G(V, E) with a set of nodes V', a
set of edges E, and, for e € F, a non-empty set of times of contacts T, = {t,...,t,}.

In the second class of temporal networks, interval graphs, the edges are not active
over a set of times but rather over a set of intervals T, = {(¢1,t}),... (t,,t,)}, where the
parentheses indicate the periods of activity—the unprimed times mark the beginning of
the interval and the primed quantities mark the end. The static graph with an edge
between i and j if and only if there is a contact between i and j is called the (time)
aggregated graph.

Like for static graphs, it can be useful to define an index function of whether a pair
of vertices is connected at a given time. This is the adjacency index

0 otherwise (3.10)

o 1 if ¢ and j are connected at time ¢
atiqt) =

Another definition of dynamical networks that is similar to the second class of rep-
resentations - the Ewolving Graphs - is described by Ferreira in [[[3]. Following this
definition, an evolving graph G(V, E) is a set of nodes V' and a set of edges E, for each
e € F, a non-empty set of times in which e is present (edge presence schedule), and, for
each v € V, a non-empty set of times in which v is present (node presence schedule).
The presence schedule indicates the time intervals in which the edge (or node) is present,
and possibly other parameters they take during each interval. The presence schedule of

a node n is represented as P(n), and presence schedule of an edge e is represented as
P(e).

3.2.1 Measures of Temporal-Topological Structure
Some concepts in network analysis must be revisited when studying properties over
time [Bd]. These include, for instance, the notions of paths, as follows:

Journeys. The time domain is incorporated into the definition of paths, and, in order
to not confuse with the previous definition of path, we will call it journey. A journey
from node vy to node v, is an ordered collection of nodes P = {wvg, vy, ..., v, }, an ordered
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collection of edges EP = {(vg, v1), (v1,v2), ..., (Vn—1,v,)} and an ordered collection of in-
stants TP = {to, t1,...,t,—1}. For each node v; € P — {v, }, there is an edge e; = (v;, v;i11)
in EP. For each edge e; there is a transfer instant t; in TP, which must be in the edge
presence schedule P(e;). Finally, for each pair of edges (e;,e;41), the associated instants
(t;,t;+1) are in ascending order such that t; < ¢;,1.

It is important to notice that journeys connect two nodes over time, even in the case
the nodes are never connected and there is no period in which there is a path between
them. The hop-count or length of a journey is the number of edges in the journey, or
|EP|. The departure time is the transfer instant for the traversal of the first edge in the
journey. The arrival time is the transfer instant for the traversal of the last edge in the
journey. The journey time is the elapsed time between the departure time and the arrival
time.

Fastest Journeys. The fastest journey from node vy to node v, is the journey taken
over all journeys between vy to v, such that the journey time is the minimal.

Foremost Journeys. The foremost journey from node vy to node v, is given by the
first journey arriving at v, from vy. The arrival time in the foremost journey, with v,
as destination, is also the earliest arrival time between vy and v,,. If there is no journey
between vy and v, then the earliest arrival time is oo.

Foremost Journey Trees. The foremost journey tree with root node vy is the collection
of foremost journeys starting at node vy and with destination all the other nodes in the
network that are reachable through a foremost journey.

In Chapter B the foremost journey tree is also referred as the Fustest Route Tree
FRT(vg, to), which is the collection of foremost journeys with departure time occurring
after ty, starting at node vy, and with destination all the other nodes in the network that
are reachable through a foremost journey.

3.3 Proximity Networks

As remarked previously, datasets that represent proximity traces between devices can be
abstracted as dynamical networks. Some datasets, like the MIT /Reality Mining dataset,
are represented as contacts with start time and end time, and the representation of its
contacts as graph edges with intervals of validity is straightforward.

For SocioPatterns datasets, we build the contact graphs in the following way. The raw
data stream from the proximity-sensing platform is aggregated to build a time-ordered
sequence of graphs. We coarse-grain time over an interval of duration At = 20s, over
which the platform can assess proximity (or lack thereof) with a high confidence. For each
consecutive time interval (frame) of duration At, we build a contact graph frame, where
nodes represent individuals, and edges represent proximity relations between individuals
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CHAPTER 3. Human Proximity as Complex and Dynamical networks

that were recorded during the corresponding frame. Within a frame, an edge is considered
active from the beginning of the frame to the end of the frame. Edges and nodes appear
or disappear at frame boundaries only. Figure Bl shows an example of a sequence of
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Figure 3.1: An example of a sequence of contact graph frames. Each frame corresponds
to a time interval of duration At and aggregates all events reported during that interval.

In a real-world deployment, such as a conference one, the number of contacts active in
each frame can greatly vary along the deployment timeline. Figure B2 shows the number
of contacts in the frames for each deployment, as a function of time. During the night,
and whenever the social activity is low, the number of contacts is low. Over one day,
contact density is highest during social activities like lunch and coffee breaks.
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Figure 3.2: Number of contacts during three different SocioPatterns deployments. The
bars show the absolute number of contacts occurred in the given time interval.
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Chapter 4

Exploring and Visualizing
Dynamical Networks

In this chapter we discuss techniques to explore and visualize dynamical networks. The
exploration and visualization of temporal network data is extremely important to help
hypothesis formation and support the explanation of some phenomena. Since human
proximity can be represented as dynamical networks, tools that help such exploration
and visualization are essential to understand data in a preliminary phase. We show some
formats that can be used to represent such data, and tools that are currently used to
explore both statical and dynamical networks. We discuss how to visualize dynamical
networks in real-time, and we present a tool that we implemented in order to visualize
streams of graph events.

4.1 Preliminaries

The increasing amount of digital information provided by the diffusion of online services,
sensors, mobile devices, user-generated content and open data initiatives is leading the
Network Science to a golden age. Data shared by online services, social networks, news
sources, scientific research, government institutions, intelligent homes, buildings, indus-
tries and cities are available for everyone not only to download and use, but to access in
real-time through data streams. However, while access to data is crucial, users can find
themselves drowned in an information deluge. The direct access to such data without the
appropriate instruments becomes useless and even harmful if it interferes in our capacity
of understanding it.

While this data-rich scenario is quickly emerging, research on tools and methodologies
to represent and explore such wealth of information in real-time is lacking. Methods
to explore such type of data in its static form are available since the origins of Social
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4.2. Visualizing Network Data

Network Analysis (SNA) [[[@], and the capacity to leverage such know-how in systems that
constantly change in time is an unavoidable step. Visualizing such temporal data is not
an easy task, but computers, like telescopes and microscopes, have opened a whole new
world of possible observations, and are providing the computational power necessary to
explore from the big picture to the extreme detail. We must start to fill the gaps between
the static and the dynamic, in order to give to social network analysts the possibility of
doing real social forecasting.

4.2 Visualizing Network Data

Presenting data through information visualization is an effective way to take full advan-
tage of the human perceptual capabilities. Although visual representation of data can be
achieved through a myriad of different methods - the creativity seems to have no limit
for designers that create infographics - we focus on linked data that can be represented
as dynamical networks of connections. When social entities can be represented as nodes
and links, the most common way to present data to users is by using graphs. Graphs
are probably the most general method to represent such information building blocks in
a domain-independent way.

Graph entities are abstractions that can represent a wide range of real-world struc-
tures, from computer networks to human interactions, and there are a lot of standards
to exchange graph data in different formats, from text-based formats to XML-based for-
mats. However, real-world structures are constantly changing, and it is difficult to find
formats that are suitable to exchange such type of dynamic data.

Either visualization, navigation and pattern searching in networks require an ex-
ploratory process. Some strategies use attribute ranking and coordinated views to help
users systematically examine numerous measures [[B0]. Such strategies focus on relation-
ships instead of individual elements, which is fundamental when studying how individuals
interact and influence each other. A good graphical representation of a network can un-
veil its most important structural components, logically partition its different regions,
and point out central nodes and edges that are responsible for its cohesion - nodes and
edges on which information flows more frequently or quickly.

Network exploration tools need to be technically accurate, visually attractive and
enable real-time visualizations. To summarize the general process steps of graph visual-
ization, Scheiderman presented the Visual Information Seeking Mantra [IZH]: “Overview
first, zoom and filter, then details-on-demand”. In order to supply the demanded steps for
this general process, high quality visualization tools should support high quality layout
algorithms, data filtering, clustering, statistics and annotation of graph entities.

Amongst the many research issues for graph visualization, visualizing temporal data
is one of the most complex. The proposal of new types of data interfaces is a further
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step to transform dynamic data into useful knowledge and insight. Moody et al. [,
recognizing that network visualization fosters theoretical insights, stress the importance
of creating dynamic network visualizations, or network “movies”. This work opens some
technical questions about meaningful ways to link network changes with changes in the
graphical representation. The authors divide representations into two types: static flip
books, where node position remains constant but edges cumulate over time, and dynamic
movies, where nodes change position in response to changes in relations.

In order to represent values for metrics such as degree and centrality, nodes and edges
can be represented in different colors, sizes and forms. But one of the main problems
in visualizing the complex network structure that arises is how to spatially represent
nodes and edges. To this end, it is common to use layout algorithms to exploit different
layout techniques, generating different visual representation for the same input graph.
The most widely known layout algorithms are grounded in physical models of springs
and forces [[Z8], but sometimes this is not sufficient to highlight interesting patterns and
trends. Figure B illustrates the representation of a graph using a force-directed layout
that conveys to the observer much information about the structure of the graph.
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Figure 4.1: Two visualizations of the co-appearance weighted network of characters in
the novel Les Miserables, used by D. E. Knuth to explain graphs [I3]. (a) shows a
representation with a random layout and no colors and (b) is a visualization where nodes
are resized according to their degree, colored according to their maximum-modularity
cluster and arranged through the Yifan Hu force-directed graph layout [AG]

Such graph representations can, for example, unveil information about the dynam-
ics of message spreading over online networks. For example, dynamic representations
of information dissemination over the Twitter network can be found on the Truthy
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Project” [E@]. Truthy is a web service that tracks political memes in Twitter and helps
detect astroturfing, smear campaigns, and other misinformation in near-real-time. This
Web Service is based on an extensible framework that enables the analysis of meme dif-
fusion in social media by mining, visualizing, mapping, classifying, and modeling massive
streams of public microblogging events.

4.3 Representational Formats

In order to describe network structures, their associated data and dynamics in a inter-
changeable way, a graph representation sould provide a way to add a lifetime to nodes,
edges and data.

The most commonly used format is the GEXF (Graph Exchange XML Format, 2).
Both network topology and data have attributes representing their lifetime. The whole
graph, each node, each edge and their respective data values may have time limits,
beginning with an XML-attribute start and ending with end. Attributes declared as
dynamic are allowed to exist during a time scope. An example of GEXF representation
is shown at Listing =3

If the same node or edge exists at different intervals, different time ranges should be
provided as XML <spells> elements. Listing =32 show how to use <spells> elements
with corresponding start and end attributes inside a GEXF' definition.

4.4 Tools

Many successful projects developed tools for visualization of large graphs in order to
understand complex networks. Tools for complex network analysis normally focus on a
single instance of a large network. For example:

e Pajek |2 (spider, in Slovene), for example, is one of the first visual exploratory
tools for graph visualization and analysis. It is freely available for noncommercial
use.

o Cytoscape [[Z3] is another tool that is an open source software, mainly used for ma-
nipulation of biomolecular interaction networks. Cytoscape support large databases
of protein-protein, protein-DNA, and genetic interactions, available for humans and
model organisms. It is also an extensible software, with a plug-in architecture, al-
lowing the development of additional features.

1http ://truthy.indiana.edu/|
http://gexf.net/|
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<?xml version="1.0" encoding="UTF-8"?>
<gexf xmlns="http://wuw.gexf.net/1.2draft"
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:schemalocation="http://www.gexf.net/1.2draft
http://www.gexf .net/1.2draft/gexf .xsd" version="1.2">
<meta lastmodifieddate="2009-03-20">
<creator>Gexf.net</creator>
<description>A Web network changing over time</description>
</meta>
<graph mode="dynamic" defaultedgetype="directed" timeformat="date">
<attributes class="node" mode="static">
<attribute id="0" title="url" type="string"/>
</attributes>
<attributes class="node" mode="dynamic">
<attribute id="2" title="indegree" type="float"/>

</attributes>
<nodes>
<node id="0" label="Gephi" start="2009-03-01">
<attvalues>

<attvalue for="0" value="http://gephi.org"/>

<attvalue for="2" value="1" start="2009-03-01" end="2009-03-10"/>

</attvalues>

</node>

<node id="1" label="Network">
<attvalues>

<attvalue for="2" value="1" start="2009-03-01" end="2009-03-10"/>

</attvalues>
</node>
</nodes>
<edges>

<edge id="0" source="0" target="1" start="2009-03-01" end="2009-03-10"/>

</edges>
</graph>
</gexf>

Listing 4.3.1: GEXF representation of a simple dynamical network

<gexf ...>

<graph mode="dynamic" timeformat="date">

<nodes>
<node id="0">
<spells>
<spell start="2009-01-01" end="2009-01-15" />
<spell start="2009-01-30" end="2009-02-01" />
</spells>
</node>
</nodes>
</graph>
</gexf>

Listing 4.3.2: Extract of a GEXF graph definition showing the representation of a dy-

namical network with <spells> elements

e Networkbench® is a tool to model and visualize networked datasets from different

fields, in support of cross-disciplinary research.

3‘ wb._cns 111 edi
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4.4. Tools

e Walrus® [ is a tool that visualizes graphs using a 3D engine, based on their
spanning tree representation. Thus, in practice, Walrus is best suited to visualizing
graphs that are nearly trees.

e GUESS® [M] is a visualization and analysis tool based on Gython, a domain-specific
language that supports operators that can deal directly with graph structures in
an efficient and intuitive way.

e GleamViz" is specifically designed to simulate and visualize spreading of infectious
diseases across the globe.

Furthermore, many graph analysis packages like iGraph®, networkz®, and R® provide
network visualization tools or plug-ins.

Tools for analysis and visualization of dynamical networks, in contrast, are essentially
statistical tools that admit the analysis of multiple networks or multiple states of the same
network simultaneously. Interval-based filters are the basic ingredient for selecting states
of a dynamical network in different stages of evolution.

Amongst the many research issues for graph visualization, visualizing temporal data
is one of the most complex. In [[A], for example, dynamical networks are called as
longitudinal networks; and by recognizing that network visualization fosters theoretical
insights, they state about the importance of creating dynamic network visualizations, or
network “movies”. This work also open some technical questions about meaningful ways
to link network changes with changes in the graphical representation. The authors divide
representations in two types: static flip books, where node position remains constant but
edges cumulate over time, and dynamic movies, where nodes change position in function
of changes in relations.

Following the increasing interest on dynamical graphs, Gephi™ [20] emerged as a
framework for graph analysis, manipulation and visualization which includes tools to
study not only static complex networks but also large dynamical networks. Gephi is an
open source software based on the Netbeans platform, specialized in graph analysis and
visualization. For visualization of large networks, it uses OpenGL through J ava " J OGL,
as shown in Figure B that speeds up the exploration and realtime rendering. The key
features allow spatializing, filtering, navigating, manipulating and clustering graphs.

In the Gephi framework, the Timeline component is a simple interface that allows
users to select pertinent time intervals and display and explore the corresponding graph.

4Iﬂww.calda.org/tools/v1sua11zat10n/walrus/|
5 rapnexploration.cond.or
6pmlW.gLeamVlz.org

"EETaph.sourcetorge . .ney
Setworkx. Ianl 5oy

9 WW.Ir-project.or

1Ghttp://gephl.orgl
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Screenshot of Gephi showing a large graph rendered with OpenGL.



4.5. Graph Streaming

{i ‘OP‘ED (;QIV_}IJMNIST: The Flimflam Man

Figure 4.3: Screenshot of a three-dimensional dynamic network visualization using Cas-
cade, a project developed in The New York Times’ Research and Development Lab. The
dots represent users’ status updates in Twitter. The spatial representation obeys the
temporal ordering of statuses, where the distance from the center express the temporal
dimension of the process.

Gephi supports the GEXF format to represent the underlying dynamical networks.

Cascade™ is a project developed in the The New York Times’ Research and Devel-
opment Lab using open source tools. This project focus just on Twitter data to be
processed, and try to show the entire chain of reactions that results from an isolated
social-media event. It tries to be dynamic and exceedingly detailed in comparison with
most Twitter visualizations. The project is the result of a collaboration among UCLA
professor Mark Hansen, who spent a spring 2010 sabbatical working at the Times, along
with Jer Thorp, official data artist in residence, and Jake Porway, the staff data scien-
tist. A screenshot of a three-dimensional dynamic network visualization using Cascades
is shown in Figure B=3

4.5 Graph Streaming

A lot of well-established web systems and services offer streamed data to its users using a
streaming API. Twitter™, for example, defined a Streaming API to allow real-time access
to its data. They are using two different formats: XML and JSON, but JSON is strongly
encouraged over XML, as JSON is more compact and parsing is greatly simplified for
streaming. The Digg Streaming APIZ, that also uses the JSON format to retrieve a full
steam of submissions, comments and Diggs, is another example of how social applications
tend to be more and more real-time oriented.

11http ://nytlabs.com/projects/cascade.html
1 http://www.twitter.com/|
13t1tt1:> ://digg.com/|
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An interesting proposal to stream graph entities into an application is the Graph-
Stream Java'" Library [63]. It is composed of an API that gives a way to add edges
and nodes in a graph and make it evolve. Nodes and edges that can appear, disappear
or be modified through a stream of event-driven operations. While GraphStream can
help researchers and developers to analyze dynamic graphs in their daily tasks of dy-
namic problem modeling and of classical graph management, its initial focus was not the
real-time processing of data streams.

In the following, we describe an application independent event-based JSON format
for graph exchange, where clients can interact with a server by retrieving and pushing
graph data to it, in a REST architecture. It is composed of three different types of
operations - (a)dd, (c)hange, (d)elete - performed in two types of entities - (n)odes and
(e)dges - for a total of six types of events: an, cn, dn, ae, ce, de:

Event Type | Description | Required Attributes
an Add node Node ID
cn | Change node Node ID
dn | Delete node Node ID
ae Add edge Edge 1D
Source 1D
Target 1D
ce | Change edge Edge 1D
de Delete edge Edge ID
json_object ::= ’{’ events ’}’
events ::= event | event ’,’ events
event = event_type ’:{’ entity_defs ’}’
event_type = ’an’|’cn’|’dn’|’ae’|’ce’|’de’
entity_defs ::= entity_def |
entity_def ’,’ entity_defs
entity_def ::= entity_id ’: {’ attributes ’}’
attributes ::= attribute |
attribute ’,’ attributes | ’’
attribute ::= attribute_name ’:’ attribute_value

Listing 4.5.1: Simplified grammar definition for the Graph Streaming JSON format. In
this definition, entity_id, attribute name and attribute_value are literals represent-
ing entity (node or edge) identifiers, attribute names and attribute values respectively.

Each event is composed by an event type and a list of graph entities (nodes or edges,
depending on the event type). Node and edge entities are similar, and composed of an
identifier and a list of attributes. Add Fdge (ae) is the only operation in which there
are two mandatory attributes: source and target, the node identifiers representing the
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4.5. Graph Streaming

source and target of the edge. The events are represented in JSON format according
to the simplified grammar definition at Listing E521. The Listing B2 shows a list of
events represented in JSON format, with some examples for each type of event.

{"an":{"A":{"label":"Node A","size":2}}} // add
{"an":{"B":{"label":"Node B","size":1}}} // add
{"an":{"C":{"label":"Node C","size":1}}} // add

// add edge A->B

{"ae":{"AB":{"source":"A","target":"B","weight":

// add edge B->C

{"ae":{"BC":{"source":"B","target":"C","weight":

// add edge C->A
{"ae":{"CA":{"source":"C","target":"A","weight"
// changes the size attribute to 2
{"cn":{"C“:{"size“:Q}}}

// removes the label attribute
{"cn":{"B":{"label" :null}}}

// add the label attribute
{"ce":{"AB":{"label":"From A to B"}}}

{"de":{"BC":{}}} // delete edge BC
{"de":{"CA":{}}} // delete edge CA
{"dn":{"C":{}}} // delete node C

node A
node B
node C

2}}}

133}

1233}

Listing 4.5.2: A list of events with some examples for each type of event, represented in

JSON format

Each json_object must be separated by a carriage return control character (‘\r?)

in order to allow the client to process it.

With this format it is possible to put more than one object in each event, as in the
Listing B23. Although this format is very concise and allows for grouping of graph enti-
ties into one event and for grouping of events into one JSON object, it is recommended to
send events immediately when they are produced, as this is more suitable for a streaming
approach. Data should be read as soon as possible by the client, and the approach using
multiple objects by event slows down the client reading, because it can’t parse the JSON

event object until a ‘\r’ appears.

{"an":{
"A":{"label":"Streaming Node A","size":2},
"B":{"label":"Streaming Node B","size":1},
"C":{"label":"Streaming Node C","size":1}
}
}

Listing 4.5.3: A list of events with more than one object in each event, represented in

JSON format

49



CHAPTER 4. Exploring and Visualizing Dynamical Networks

4.5.1 Coupling Tools with Graph Streams

Following the increasing interest in dynamical graphs, Gephi™ [20] emerged as a frame-
work for graph analysis, manipulation and visualization which includes tools to study not
only static complex networks but also large dynamical networks. Gephi is an open source
software based on the NetBeans platform, specialized in graph analysis and visualization.
For visualization of large networks, it uses a J ava’ " 3D render engine, that speeds up
the exploration and real-time rendering. The key features allow spatializing, filtering,
navigating, manipulating and clustering graphs.

In order to build a unified framework for streaming graph entities into Gephi, we
proposed the Graph Streaming plug-in™. The plug-in was developed in the scope of this
work, as a project within the Google Summer of Code program in May-August 2010.
The main purpose of this plug-in is to build a unified framework for streaming graph
objects.

Gephi’s data structure and visualization engine has been built with the idea that a
graph is not static and might change continuously. By connecting Gephi with external
data-sources, it is possible to leverage its power to visualize and monitor complex systems
or enterprise data in real-time. Moreover, the idea of streaming graph data goes beyond
Gephi, and a unified and standardized Application Programming Interface (API) could
bring interoperability with other available tools for graph and network analysis, as they
could start to interoperate with other tools in a distributed and cooperative fashion.

The Gephi Graph Streaming plug-in allows to stream in real-time the changes that a
graph is undergoing, allowing an application to receive these changes and process them
as they happen. Twitter (http://twitter.con), for example, has a Streaming API
interface, through which it is possible to access a sample of the real-time flow of tweets.
An application can connect to the Twitter server, query for a keyword and from that
moment onward it will receive the new tweets that contain that keyword. Similarly, Gephi
can connect to an external graph stream and get the data to construct and visualize a
graph, in real-time.

The plug-in was implemented in such a way that Gephi can work both as server and
as client. In client mode, Gephi connects to an external graph stream and gets data to
construct and visualize the evolution of a graph. In server mode, an interface is provided
to connect to Gephi and get generated graph data as a stream.

14@;1:9 ://gephi.org/]
15http ://gephl.org/plugins/graph-streaming/|
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4.5.2 Real-Time Visualizations with Graph Streaming

We used the Gephi Graph Streaming plug-in to collect data from Twitter in real-time
and to represent it as a dynamic network. By filtering all Twitter messages (tweets) with
a given token (hashtag) and taking only retweets (messages originated from another user
than the user who posted the message), we created a real-time dynamic visualization
of online information flowing during an important event in the social media, the Egypt
uprising. The event was the resignation of Egypt’s ex-president Hosni Mubarak, and we
collected data starting slightly before the announcement during one hour.

Figure B4 shows a static representation of about one hour of data collected from
Twitter, during the announcement of the resignation of Egypt’s ex-president. In this
representation, which we call the #jan25 Network, nodes are Twitter users, and links
appear between the nodes A and B when user B retweeted a message from user A con-
taining the hashtag #jan25. The dynamic representation can be viewed in a video™ with
the flow of retweets, and Figure B3 shows three different snapshots of this representation.

Figure 4.4: Static representation of data collected from Twitter, filtered by hashtag
#jan25 at February 11, 2011, during the announcement of the resignation of Egypt’s
ex-president Hosni Mubarak. Nodes are Twitter users, and links appear between the
nodes A and B when user B retweeted a message from user A containing the hashtag
#jan25.

16 Available at BETp://www.youtube. com/watch?v=2gukJTvadu]

51


http://www.youtube.com/watch?v=2guKJfvq4uI

CHAPTER 4. Exploring and Visualizing Dynamical Networks

Figure 4.5: Snapshots of three different stages in the evolution of the dynamic network
with data collected from Twitter.

This dynamic network visualization can unveil a lot of information about the under-
lying network structure, even using only simple representation techniques. Some clues
about what is happening during the process of information spreading can be seen in
real-time, while data is being received. We can see for example that the nodes in the
center are pairs of users in which one user retweeted the other, but they have no other
connection to the other users. On the other hand, there are other users who show an
important role in the information spreading process, with lots of other users retweeting
from them. It is possible to visually identify the long-tailed distribution of node degrees,
with lots of nodes with few connections, and few nodes with a large number of connec-
tions. We can also identify the exact moment of the announcement, when a burst in the
activity is perceived.

One of the problems in visualizing the complex network structure that arises is how
to represent it on the screen. To this end, it is customary to use layout algorithms, that
take a graph as an input and build a two-dimensional representation of it. There are
many different layout techniques, that generate very different visual representation for
the same input graph. In order to spatially represent the nodes, we used a force-directed
layout algorithm called “Force Atlas”, which is available in Gephi. The specific advantage
of this layout is that it can be executed continuously over an incoming stream of data,
grouping together clusters of nodes. This makes it suitable to visualize real-time streams
of graph events, but other force-directed layouts should be appropriate as well.

Information spreading is one of the several aspects of Twitter that have been exten-
sively investigated in the literature [B4]. The retweet network unveils information about
user credibility and their potential as indicators of the state of mind of a population.
With the representation produced by the Graph Streaming plug-in, some clues about the
process of information spreading over the Twitter network can be seen in real-time. It
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is possible to identify the long-tailed distribution of node degrees and bursts in the user
activity. The nodes with few connections concentrated in the center of the visualization
are pairs of users in which one user retweeted the other, but have no additional connec-
tions with other users. Some users, however, show an important role in the information
spreading process, with a large number of connections, meaning lots of users retweeting
from them.

It is important to note that the collected data represent approximately only 10% of all
tweets with the given hashtag. In fact, data sampling tends to break spreading cascades
into smaller cascades, so the spreading pattern could be different when analyzing all data.
In this case, it would be expected that there would be more connections between nodes
in the graph (i.e., less missed retweets) and a different layout may be more effective. But
most of the features as activity bursts and important nodes can be identified even with
data sampling.

In order to collect data from Twitter, we developed a Python server that connects
to the Twitter Streaming API, filter the data and serve it in JSON format. The source
code for the server, along with other Python examples on how to use the Gephi Graph
Sreaming plug-in, are freely available online™.

4.5.3 Other Real-time Visualizations

Other projects are available to analyze the dynamics of message spreading over online
networks. For example, dynamic representations of information dissemination over the
Twitter network can be found on the Truthy Project™ [IEG]. Truthy is a web service that
tracks political memes in Twitter and helps detect astroturfing, smear campaigns, and
other misinformation. This web service is based on an extensible framework that enables
the real-time analysis of meme diffusion in social media by mining, visualizing, mapping,
classifying, and modeling massive streams of public microblogging events.

There are also examples of information spreading visualizations in other contexts out-
side Twitter. For example, in Google’s recently launched social network service Google+-.
In October 28 2011, Google launched a service in which it is possible to visualize the dif-
fusion progress of posts published in Google+ by using Google+ Ripples.

Ripples is a visualization that charts the chain reaction that occurs when a post is
shared on Google+. It follows the trajectory of a public post as it is shared from person to
person. Arrows indicate a post’s progression, while circles represents users who shared it.
Larger circles indicate shared posts that influenced more people to repost, and zooming
into these circles reveals the sequence of shares. An animation also allows to watch the
content spread from the initial post until the present moment. A graph at the bottom of

1"Rttps://github. com/panisson/pygephi graphstreaming
18pEEp: //truthy. indiana.edu/
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CHAPTER 4. Exploring and Visualizing Dynamical Networks

the page charts the frequency of shares over time. This visualization shows the spreading
evolution over time and the names the major diffusers of the post. This is a tool still
being tested, but with which anyone can see the evolution from the perspective of “visual
analytics”. Figure @ shows a Google+ Ripples diagram, in which it is possible to analyze
how a post spreads as users share it on Google+.
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Figure 4.6: Google+ Ripples diagram, that shows a post spreading as users share it on
Google+. Arrows indicate the direction of resharing. Circles within circles represent a
resharing sequence, so large circles indicate heavy resharing.

4.6 Conclusion and Future Work

In this chapter, we discussed techniques to explore and visualize dynamical networks. We
presented a generalized event-driven framework for graph streaming, and a set of tools
to visualize streams of network data in a wide range of domains. The potential of such
combination of tools for graph analysis with the possibility of streaming graph data in
real-time is vast. The extensibility of Gephi enables the development of other plug-ins
that leverage the capacities of the already existing ones, by creating a rich ecosystem of
vital importance to network scientists.

54



4.6. Conclusion and Future Work

However, the use of such framework is not limited to its application in Gephi, and we
hope that a unified and standardized framework could bring interoperability with other
available tools for graph and network analysis and visualization. In order to experiment
in this direction, we have been testing the use of this framework in the context of the
Data Interfaces laboratory™, where it has been used to connect streaming data sources
as diverse as social streams, graph databases or network traffic to visualizations built
with technologies such as ActionScript, JavaScript or Java .

The projects, aimed at exploring the expressive and communication possibilities of
streaming data networks, provided a test bed for the framework, verifying its adaptability
to a variety of cases, and providing a flexible communication middleware between the
data sources, the data analysis layer, and the visualization engines.

19http ://www.datainterfaces.org/|
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Chapter 5

Impact of User Mobility in
Opportunistic Data Dissemination

In this chapter, we use some of the scientific tools presented in the previous chapter
to analyze and characterize data presented in Chapter B. We propose a novel type of
analysis to understand and statistically quantify the process of message spreading in real
world contact networks. This analysis takes into account user behavior heterogeneity, as
it is visible and quantifiable in real world collected data. The proposed analysis process
show results that are universal across different experiments, and are independent of the
distribution of the contacts during time. Finally, we will show that some of the synthetic
models widely used to generate contact data exhibit characteristics that differ from real
world data.

The understanding of dynamics of human interactions is a difficult task and it is not
yet explored in great depth. The analysis of epidemic models by computer simulation
have been useful in different knowledge areas, from communication and networks by
evaluating opportunistic and delay-tolerant protocols, to health care by understanding
the dynamics of disease spread and how epidemic processes occurs. However, despite of
the large number of models and datasets available and listed in the previous chapter,
little analysis is reported that try to identify causal effects in the process of message
diffusion based on these models and datasets.

Most frameworks concentrate in the analysis of message delay and distribution of
inter-meeting times. But the study of the inter-meeting times distribution is not sufficient
in a dynamic process as a message forwarding protocol. In the area of Complex Networks,
it is long known that a social networks have scale-free distribution of node contacts. This
means there are nodes that have a very limited number of contacts during their life cycle,
while other nodes have a much larger number of contacts, and this distribution obeys a
power law. If the networks have scale-free distribution of node contacts, as is the case
in social and complex networks, then we need to find a way to identify the causal effects
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taking place in such networks.

In order to better understand the constraints of opportunistic networking, evaluating
the distribution of contacts is of great importance. The metrics used to evaluate these
characteristics are the distribution of the contact time between two devices and the
inter-contact time, i. e., the time gap separating two contacts between the same pair
of devices [E4, 0O, [4]. The contact time (CT) of any contact is defined as the time
difference between the starting of the contact and the end of the contact. The inter-
contact time (ICT) between two nodes n; and n; is defined as the time difference between
the end of a contact between n,; and n; and the starting of the following contact between
n; and n;. These metrics are used to evaluate protocols using both experimental data [£9]
and synthetic data [E0].

Chaintreau et al [A8] where perhaps the first to report empirical evidence suggest-
ing that the ICT complementary cumulative distribution function (CCDF) follows a
power-law. Based on these findings, they derived some hypothesis on the viability and
performance of opportunistic algorithms. In particular, their hypothesis imply that, for
any forwarding scheme, the mean packet delay is infinite, if the power-law exponent of
the ICT CCDF is smaller than or equal to 1. These results are in sharp contrast with
previously known results obtained under a hypothesis of exponentially decaying ICT
CCDF [E1]. Furthermore, as exponential decay is implied by most mobility models, the
authors suggested a need for new models to support power-law distributions.

Understanding interaction patterns among individuals is a key point to the study of
information dissemination in mobile and ad hoc environments. The current approaches
that analyses human trajectories through phone mobility have some limitations, since
they prevent us to understand contact phenomena in a short range. Another point
that lacks of study in human mobility is the study of collective dynamics as human
agglomerations. In this chapter we also analyze data gathered by the experiments in the
SocioPatterns project. The analysis of the data set created by the short range human
mobility information can shed light on hidden patterns in social mobility dynamics and
improve the performance of information dissemination algorithms.

The collection of contact traces and node proximity is usually sufficient for the study of
epidemic models or opportunistic and delay-tolerant protocols. Additional information,
as node localization and path tracing, can be useful to identify risk areas, but it is not
required to study the dynamics of the information/viral spreading.

For this purpose, some datasets are available; for example, the Haggle-Unitrans Mobil-
ity Trace [, which includes several traces about the available Bluetooth connectivity
during a typical day on the Unitrans bus system at University of California, and the
Reality Mining project dataset [HB8], which includes information about communication,
proximity, location, and activity from 100 subjects at MIT over the course of two aca-
demic years. Some of these datasets include more than only phone mobility information,
but also information about proximity and short-range connectivity. But the works about
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human mobility currently focus on observation and interpretation of results, and most of
them with phone mobility data.

To overcome the limitations of mobile phone datasets, we aim to analyze data gath-
ered by the experiments in the SocioPatterns platform, already presented in Chapter
B. SocioPatterns (Www.sociopatterns.org) [Ed, MO, B] is an experimental framework
aimed to gather data on face-to-face social interactions between individuals. In these
experiments, a group of volunteers wear small tags with integrated active RFID technol-
ogy that broadcast small data packets to a number of stations and are relayed through
a local network to a server for further processing. We are then able to locate, with a
fine-grained granularity, reciprocal proximity information and interactions between par-
ticipants of three social events. Moreover, we were able to collect temporal data on such
contacts, allowing to simulate all the possible ways of spreading a given message, set-
ting different hypotheses on the source node and the time when the packet is originated.
The analysis of the dataset created by the short range human mobility information can
shed light on hidden patterns in social dynamics, as on other open questions as sparsity
distribution and short range trajectory patterns.

After data are collected and filtered accordingly our scope, we define a simple frame-
work to represent all the given information. The contact graph that we introduce, is
suitable for running simulations of different routing strategies over it, under very general
store-carry-forward assumptions. By simulating the spreading process along the data
collected, we try to answer to a very fundamental question: what should we expect from
social behaviors for better defining routing strategies? We are highly motivated to find
some universal patterns, invariants to all the events we observed, useful to limit the
boundaries of a generic process for data dissemination in terms of coverage and reacha-
bility.

Finally, once such common findings have eventually emerged from the raw collected
data, we can use them to validate existing models that are adopted to produce synthetic
behaviors, assumed to be similar to real patterns. The proposal of underlying models
that explain human mobility patterns is already an active research field, and such mod-
els should be validated by data in different levels of granularity. We aim to validate,
adapt and correct these models using our findings. By shedding light on the processes
supporting opportunistic and delay-tolerant ad-hoc networking strategies, our purpose
is to evaluate and improve the performance of information diffusion algorithms, reduce
the cold start of recommendation applications that can take advantage of opportunistic
information diffusion, and understand how to reduce the impact of undesirable epidemic
phenomena.
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5.1. Related Work

5.1 Related Work

Most analytical frameworks for message diffusion, such as [B@], are stochastic models
used to compute message delay distributions based on parameters describing transmission
range and inter-contact time distributions, with no special characterization of the causal
structure of message propagation. Other works such as [BY] and [[O8] also focus on the
analysis of the distributions of inter-meeting intervals.

In [B0] Boldrini et al. reveal some clues about modeling data dissemination in oppor-
tunistic networks. Their goal is to understand if the data-dissemination system reaches
stationary regimes and to characterize their properties. They propose a Markovian model
of the data distribution process resulting from the dissemination system. However, their
modeling is based on synthetic data, and it uses a Markovian representation of the data
distribution process.

Other works focus on mobile content delivery [[24] and delay-tolerant networks [A3].
In [[38] the authors argue that validating mobility models is challenging because little
experimental data is available, and propose to examine just people’s encounters, as op-
posed to analyzing their mobility patterns. In [[Z3], there are interesting insights on the
influence of contact dynamics over routing strategies in delay tolerant networks. Further-
more, in the DTNs domain, [[U8] proposes a new paradigm for fault tolerant pervasive
information gathering. This framework is analyzed, by means of two basic approaches,
namely, direct transmission and flooding. They propose two novel data delivery schemes,
whose aim is to minimize transmission overhead in flooding. The framework is studied
by means of queuing theory and statistics, and various assumptions that still need to be
validated are done along the paper.

Epidemic routing [[@] is particularly relevant to this work. In fact, Epidemic rout-
ing follows a store-carry-forward approach originally proposed for sparse and/or highly
mobile networks in which there may not be, in a given moment, a path from source to
destination. Analogies with the spread of infectious diseases are quite straightforward:
the carrier infects another node by sending a data packet when it is in the proximity
of the receiver. Many epidemic routing strategies have been proposed and performance
evaluation analyses have been carried on (e.g., [Z04], [[ZG], and [29]).

Some effort has also been devoted to characterizing forwarding paths. Chaintreau
et al. [BO] state that the structure of mobility networks is in general characterized by
a small diameter; i.e., a device can be reached using a small number of relays. This is
shown analytically for random graphs, and empirically based on data from conference
deployments. Based on this observation, the authors introduce an efficient algorithm to
compute the delay-optimal path between nodes that exploits the small-world character
of the underlying mobility network. Erramilli et al. [[2] investigate message forwarding
in conference settings and characterize optimal paths in time and space. They find that
these paths, while optimal, may take a very long time to reach the destination (thousands
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of seconds), and report a so-called “path explosion phenomenon”, i.e., that shortly after
the optimal path reaches the destination, a large number of nearly-optimal paths does
the same.

Since portable devices carried by humans are becoming more and more pervasive,
several solutions have been proposed that exploit the interplay between the structural
properties of social networks, mobility aspects, and information diffusion. Daly and
Haahr [B0] propose an algorithm (SimBet) that uses social network properties such as
betweenness centrality and social similarity to inform the routing strategy. Simulations
based on real traces show a performance comparable to Epidemic Routing, without the
associated overhead, and without a complete knowledge of the network topology. Hui et
al. [@] aim at using social structures to better understand human mobility and inform
forwarding algorithms. Based on real-world traces, the authors observe high hetero-
geneity in human interactions both at the level of individuals and of communities. The
socially-aware forwarding scheme they devise (BUBBLE Rap) exploits such heterogeneity
by targeting nodes with high centrality as well as members of the communities, yielding
delivery ratios similar to flooding approaches with lower resource utilization. Pietilainen
et al. [[B3] propose a middleware (MobiClique) that exploits ad-hoc social interactions
to disseminate information using a store-carry-forward mechanism. Data collected from
the deployment of the MobiClique system at two conference gatherings demonstrates its
ability to create and maintain ad-hoc social networks and communities based on physical
proximity.

5.2 Dynamics of information spreading

In this section, we report on a data-driven investigation aimed at understanding the dy-
namics of information spreading in a real-world dynamical network of human proximity.
We use data collected during three different social gatherings in which the SocioPatterns
plataform was deployed, simultaneously involving several hundred individuals. We sim-
ulate a information spreading process over the recorded proximity network, focusing on
both the topological and the temporal properties. We show that by using an appropri-
ate technique to deal with the temporal heterogeneity of proximity events, a universal
statistical pattern emerges for the delivery times of messages, robust across all the data
sets. Our results are useful to set constraints for generic processes of data dissemina-
tion, as well as to validate established models of human mobility and proximity that are
frequently used to simulate realistic behaviors.

By focusing on wireless short range communications only, and assuming that a unit of
information (i.e., a packet) is transmitted when two nodes are in proximity of each other
(given some definition of prozimity), we try to understand the spatio-temporal dynamics
of the network of human contacts. For the pursuit of this goal, we intend to start from
a collection of real world data.

60



5.2. Dynamics of information spreading

In order to accomplish the data collection, we used the SocioPatterns platform to
locate, with a fine-grained granularity, reciprocal proximity information between partici-
pants of three social events: 25C3, SFHH and HT09 (see Section B2 of Chapter B for
more details about the events and datasets). Moreover, we were able to collect temporal
data on such proximity patterns. As we will see later, this is very relevant to the purpose
of our investigation, because it allows us to simulate all the possible ways of spreading
a given message, setting different hypotheses on the source node and the time when the
packet is originated. Let us observe that even if we are collecting contact information by
means of RFID devices, the results coming from our experimental settings are indepen-
dent from the transmitting technology. Moreover, we used different ranges for proximity
sensing in the three scenarios used for collecting data. This allows us to compare our
data with other deployments using Bluetooth or other short range wireless systems.

We will use the framework defined in Chapter B to represent the collected information
as Dynamical Networks. We use a time-dependent contact graph that is suitable for
running simulations of different routing strategies, under very general store-carry-forward
assumptions. More precisely, our approach is based on building the so called Fastest
Route Trees, generated by simulations of spreading process along the measured dynamical
proximity network. Our analysis is based on both a topological and a temporal point of
view in order to give as much generality as possible to our findings. This is done because
we need to answer a very fundamental question: what should we expect from social
behaviors for better defining routing strategies? We were highly motivated to find some
universal patterns, invariant in all the events we observed, useful to define the boundaries
of a generic process for data dissemination in terms of coverage and reachability. Once
such robust patterns have eventually emerged from the collected data, we can use them
to validate existing models that are commonly used to generate synthetic behaviors,
assumed to be representative of real behaviors. Of course, this is a really challenging
task and we do not aim here at exhaustively covering this aspect.

5.2.1 Information spreading process

The information spreading process is simulated by supposing that any entity which could
be subject to spreading over the contact network can be modeled as a message. In
order to obtain results that could be generically applied, we used a theoretical scenario,
where nodes have an infinite amount of resources, and message exchanging delays are not
considered. The result is a discrete Susceptible/Infected (SI) process simulation, which
is one of the most basic compartmental models known in epidemiology [0

We define a message exchanging protocol that specifies the behavior of any pair of
nodes when they are in contact. In the case of a simple flooding protocol, if two nodes 7
and j are in contact, ¢ sends all its known messages to j and vice-versa. If node i receives
a message that it has not yet received, it keeps the message in its memory, and the same
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for j. In our theoretical scenario, both ¢ and j have an infinite amount of resources, so
the local storage is unlimited and no message is discarded.

In order to model the message spreading process, we define a message M, ;, generated
by a node ng at time t5. We choose ny among all ¢ € N, where N represents the
ensemble of all nodes, and t; as some moment during the experiment timeline. We will
use the previously defined message flooding protocol, since it serves as the best case for
message spreading. Theoretically, this corresponds to an epidemic process on top of the
dynamical contact network, allowing us to probe the causal structure of the network and
the interplay of topology and activity burstiness. It is important to remark that, for
the case of the collected data, if we choose any arbitrary node ng and an initial time ¢y,
the first message exchanging could occur a long time after ¢y, as the first opportunity
for transmission depends on the time of the first contact involving ng (after ¢y). For
example, if we choose t; in the middle of the night, it could take hours to ng to forward
the message to the first node it interacts with.

Once a spreading process starts, whenever node ¢ makes contact with node j at time
t and propagates a message that j has not yet received, we count this contact (i, j, )
as relevant to this specific spreading process. Each initial pair (ng,t,) yields a different
spreading history, with different relevant contacts. These relevant contacts form a tree
where ng is the root node and all relevant contacts are edges. We call it the Fastest
Route Tree FRT(ng,t), as each path between ng and j € FRT(ng, %) represents the
fastest route along which a message generated by ng at time to would arrive at j using
the message flooding process. The initial time ¢, of FRT(ng,ty) is the first time ng
propagates the message, that is, the earliest ¢ of all contacts (i, j,t) € FRT(ng, to).

time

Figure 5.1: A typical Fastest Route Tree FRT(ng,t;). The position of each node along
the = axis represents the time when the node received the spreading message. Node ng
injects the message at t5. The first node that receives the message from ny is represented
at time ¢,.

A way to graphically represent FRT(ng, o) is shown in figure BE. It is a schematic
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visualization of the spreading history, represented as a tree, where each node is horizon-
tally placed according to the time of the message reception, with edges representing the
transmission events.

5.2.2 Analysis methodology

Many works on mobility networks have focused on general characteristics such as the
distribution of inter-meeting times between nodes. Inter-meeting times represent one of
the key metrics in forwarding algorithms, and are typically assumed to be exponentially
distributed, although some studies found power-law distributions in some circumstances
[MR]. In the present work, we do not consider the distribution of all inter-meeting
times, but focus instead on those contacts that are relevant to the spreading process,
i.e., through which messages are propagated. In other words, we only consider the times
between contacts represented in the FRT.

To this aim, we propose an analysis based on building Fastest Route Trees generated
by simulations of spreading process along data collected in the three above-mentioned
SocioPatterns deployments. For each node ng, and for several starting times ¢y, we build
the FRT (ng, tp). We analyze these FRTs both from a topological and from a temporal
point of view.

5.2.3 Fastest Route Tree structure

The topological analysis of the FRTs can be used to unveil information about the im-
portance of each node in the spreading process. In particular, the spreading activity of
a node is quantified by the number of nodes to which it has sent a message. For each
node n;, we therefore measure its average out-degree (i.e., the average number of direct
children) in FRT(n,ty). Figure B2 shows the probability density of this quantity in a
semi-log plot, computed for each dataset for 50 different values of ¢y, and for all possible
choices of the root node at ty,. The distributions exhibits an exponential decay for the
SFHH and HT09 deployments, in which the contact detection range was short, and a
broader shape for the 25C3 case, which had a broader detection range.

From its definition, the FRT consists of successive topological levels. The root node,
from which the message was initially sent, is at level 0. Level 1 is formed by the nodes
who received the message directly from the root. More generally, level ¢ consists of all
nodes who received the message from a node at level £ — 1. Nodes at level ¢ receive
therefore a message which has been transmitted ¢ times from the root. For each ng, the
number of nodes at level £ is N(ng,?), and we compute the distribution P;(N) of these
numbers, computed for all possible root nodes ng. Figure b33 displays the corresponding
box plots. The number of nodes at a given FRT level typically grows for small values of
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Figure 5.2: Probability density of the average node out-degree (number of direct chil-
dren) for all nodes in the FRT's in the three different SocioPatterns deployments. The
probability densities are binned on intervals of width 0.25 and are computed for 50 dif-
ferent message injection times and for all choices of the root node at a given initial time.
For deployments with short contact detection range (H709 and SFHH), the distribution
appears approximately exponential, while it is broader for the deployment where a longer
range was used (25C3).

¢, reaches a maximum, and then decreases. Figure b3 is in fact similar to usual shortest
paths distributions found in networks. The strong distinction in this case is that we
are dealing with fastest paths between nodes, in a dynamically evolving network, which
are known to be different from the shortest paths in the corresponding static aggregated
networks [[OIX, I3

5.2.4 Arrival times

Messages may reach at very different times the nodes belonging to the same level of a
FRT. It is therefore important to study, for each tree level, the distribution of arrival
times. To this aim, we record, at given initial time ¢y, for each root node ny and each level
¢, the arrival times of the message at node i {t;(ng,?)|[¢ = 1,2,3...;n9 € N}. Figure b4
displays the histograms P(t|tg), computed over all choices of ng, for several levels ¢
and two starting times tj, together with the global distribution of contact times. More
precisely, in Fig. B4, the x-axis shows the time ¢, and the y-axis gives the probability
that an arrival time (or a contact, for the top row) falls in the interval [t — A, ¢+ A], with
A = 30mn. In Figure the spreading starts at ¢, = 35 hours, when the contact
density is low, while for Figure to = 45 hours, when the contact density is high.
The comparison of Figs. f.4(a) and [.4(b) illustrates how the global temporal patterns of
the contacts between nodes impacts the arrival times. When the spreading starts during
a period in which the contacts are rare, very large delays are observed. On the contrary,
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Figure 5.3: Box plot of the number of nodes reached at each level of the FFRT's. In each
box, the red dash represents the median, the bottom and top of the box are the 25"
and 75" percentile, and the ends of the whiskers are the 10" and 90" percentile. Dots
represent outliers.

a message starting during a period of strong interaction is spread very fast, with most of
the nodes receiving the message after less than 2 hours.

5.2.5 Delivery time metrics

The previous analysis has shown how the analysis of message arrival delays in a real-
world scenario is affected by the heterogeneity of the contact density in different periods.
The SocioPatterns deployments show indeed how the social behavior of individuals tends
to be characterized by bursty periods of intense activity, separated by “quiet” periods in
which very few contacts are observed. This pattern clearly affects our ability to compare
the delivery delays of messages in different spreading processes, which may have started
during periods of very different levels of activity. In the following we focus on defining a
new approach to the measure of time delays in a message spreading process.

The most straightforward approach to calculate the message delay time in a FRT
started at ¢y at node ng consists in measuring, as in the previous subsection, the elapsed
time between the message generation at ¢ty and the delivery time ¢; at each node .
Figure shows the distribution of elapsed times t; — ¢y for two different starting
times ty. For each starting time, the distribution is computed over all root nodes ny and
over all arrival nodes ¢. The first starting time is chosen to lie in a period of low contact
density, while the second falls in a period of high contact density. As already pointed out
above for the delivery times at the various levels of the FRTSs, different starting times
can lead to very different delivery time distributions.

A first effect of contact density at the time of message injection comes from the fact
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Figure 5.4: Histograms of the arrival times at various levels of the Fastest Route Trees, for
two different initial times of the spreading process. The first row shows the distribution
of all contacts in time, while the subsequent rows show only the contacts used to spread
messages in each level. Each histogram shows where the contacts responsible for the
spreading of the messages in each level are concentrated in time, if the message is created
at time . In (a), the messages are generated at time ¢y = 35 h and in (b) the messages
are generated at t5 = 45 h. In the histograms, the y-axis shows the probability that a
contact is in the interval [t — A, t 4+ AJ, with A = 0.5 houurs.

that the first contact of ng with another node can occur at a (much) later time ¢,. In
particular, the message may be generated during a period in which ny is isolated, blocking
the propagation of the message until a contact involving ng occurs. A way to take this
into account consists in choosing the time ¢, of the first contact as the starting time for
the computation of delays. The delivery time for node ¢ is thus computed as t; — t,.. The
corresponding distributions of elapsed times are shown in Fig. F.5(b). There is much
less difference in the distributions than in the previous case. However, the distributions
do not exhibit any clear functional form, and are still strongly impacted by the time
variation of the contact density. For instance, a certain number of nodes receive the
message only during the second day of the conference, simply because they were not
present during the first day.

This last point suggests to consider, for each node 7, the time ¢? at which it appears
for the first time in the system. Figure therefore shows the distribution of the
time difference between the arrival time at node i, t;, and t9, defined as the first time
after ¢, in which node ¢ has a contact. This difference represents how much time the

66



5.2. Dynamics of information spreading
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Figure 5.5: Log-binned distribution of time delays. Each distribution represents a differ-
ent way of quantifying the time delay. (a) the delay is defined as the difference of time
between the arrival of the message at node i and the generation time of the message. (b)
the time origin is taken as the first time ¢, at which the root node ny has a contact, after
the message has been generated. (c) the time origin for a node i is 9, the time at which
it first had a contact since the message generation. (d) for each node, the time increases
only when it is in contact with other nodes: one counts only the time which can be used
for propagation purposes, i. e., the total time the node was effectively in contact with
other nodes.

message took to reach i, once ¢ was able to receive it. As for Fig. p.5(b], the shape of
the distribution depends on the distribution of contacts: there are more points in periods
where the contact density is higher.

The fact that the distribution of delivery times strongly depends on the temporal
heterogeneity of contacts hints at an alternate way to define time, which is intrinsically
more robust with respect to contact density fluctuations. The idea is to turn to a nonuni-
form time frame in which we use the time a node spends in contact as a clock for the
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Figure 5.6: Probability density distributions of elapsed contact times for three different
deployments.

process under investigation, viewed from the perspective of that given node. To this end,
we trade a globally defined time for a node-specific clock, which only ticks forward when
the node is involved in a contact. The clock of node 7 is then defined as the total number
of frames in which 7 has been present and in contact with any other node, starting from
zero at the moment the spreading process starts. That is, the clock of node 7 starts
ticking the first time node ¢ participates in a contact occurring after the starting time
t,.. Using these node-dependent clocks, the message delivery delay for node ¢ is defined
as the cumulated time node 7 has spent in contact, from the time ¢,, when the message
diffusion starts, to the moment when i receives the message. The clock of a given node
does not advance during the time intervals in which that node is isolated or not present,
and therefore cannot receive any message. The efficiency of a given protocol is quantified
by using a measure grounded in the contact activity of each node. The corresponding
distributions of message delivery times, measured in terms of elapsed contact time are
shown in Fig. p.5(d], and are very robust with respect to a change in the injection time
of the message.

Figure b8 displays the distributions of elapsed contact times for the different de-
ployments, computed for 10 choices of the injection time. Strikingly, the distributions
are superimposed for the two deployments in which the same contact detection range
was used, namely HT09 and SFHH, although the time sequences of contacts was clearly
very different (with sessions, lunches and coffee breaks taking place at different times).
For the 25C3 deployment, in which the contact detection range was more extended, the
distribution is different.

In all cases, the distribution is maximal at short delays: the probability that a node
receives a message at its first contact event is large. Moreover, the distributions are
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broad, extending over a large range of possible delays.

In summary, at a given detection range, the distribution of message delay, using as a
clock for each user the time in which it is in contact, does not depend on the deployment,
at fixed contact detection range, nor on the timeline of contacts and of their densities,
nor on the starting time of the spreading process.

We applied the same temporal analysis in other experiments and datasets, like the
MIT /Reality Mining dataset and the Haggle dataset. The results are shown in figure
3. We see that the same pattern of long-tailed distributions apply to other datasets,
independently of the technology or the transmission range used in the experiment.
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Figure 5.7: Probability density distributions of elapsed contact times for (a) the MIT/Re-
ality Mining dataset and (b) the Haggle dataset.

5.3 Comparison with data generated by synthetic
models

In the previous paragraphs, we have shown how to measure message delays in a way that
yields robust distributions across different real-world sequences of contact events. We
now turn to a comparison with the outcome of contact sequences generated by models.
Protocols are indeed most often validated against data generated by synthetic models
of contact networks, and it is important for these models to accurately reproduce the
phenomenology of real-world data sets.

An extensive analysis of all synthetic models used by the research community is
beyond the scope of this work. We therefore focus on two models widely used when
dealing with opportunistic and delay-tolerant protocols: the Random Waypoint model
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and the Truncated Lévy Walk model [[B3]. Using the analysis described above, it is
possible to see how much the models’ generated data is close to or differs from real
world data, with respect to the characteristics involved in the dynamics of information
spreading.
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Figure 5.8: Comparison of the distribution of elapsed contact times with three data sets,
one collected in the HT09 deployment and the other two generated by mobility models,
both with 100 nodes and contact detection range of 2 meters: the Random Waypoint
model with node speed distributed uniformly from 0.01 to 0.1 m/s, and the Truncated
Lévy Walk model where flight lengths and pause times follow truncated power laws with
a = 1.6 and 8 = 0.8. No binning was used to represent the data.

In Figure B8 we compare the distribution of elapsed contact times, as defined in
the previous subsection, between the injection of the message and its reception by all
nodes, for real-world data (HT09) and for contact sequences generated by the two chosen
mobility models. In simulating the models, we use 100 nodes with a contact detection
range of 2 meters in a square area of 40m x 40m, parameters that are close to the
ones of the real-world data sets, and we adapted the parameters of path lengths, node
speed and pause times to produce data sets with contact time distributions close to
the real-world distributions. For the Random Waypoint model, we used node speeds
uniformly distributed between 0.01 and 0.1 m/s. For the Truncated Lévy Walk model,
flight lengths (1) and pause times (t) follow truncated power laws p(l) ~ =) [ < 1,4,

70



5.3. Comparison with data generated by synthetic models

10° T T T T —T 3
: : : : : O O RW |
R N
@ g . B
0 . . . . . . .
o 100 Fyrrdyrye R R cores T
© i—FH"T""ﬁ"'Z @: :
- D+ .
s .0 . E:_l_ X
S X O DD +iH
D10t g R AR
o :
—
a
1 2 i i I I I I I

900 05 1.0 1.5 20 25 30 35 40
Average out-degree

Figure 5.9: Probability density of the average node out-degree (number of direct children)
in the FFRT's for the Random Waypoint model, the Truncated Lévy Walk model, as well
as the empirical data for the HT09 deployment. The probability densities are binned on
intervals of width 0.1 and are computed for 50 different message injection times and for
all choices of the root node at a given initial time. The empirical data appear to exhibit
higher heterogeneity than the simulated data, where the average out-degree is peaked at
approximately (n — 1)/n for all nodes.

and p(t) ~ 70 1 < {0 with o = 1.6, B = 0.8, lnee = 40m and t,,, = 1h,
with turning angles taken from a uniform distribution and node speed increasing with
the flight length. In order to simulate the data, we used the ONE simulator for DTN
protocol evaluation [[M] with a customized report that produces proximity data every
20s.

It is important to notice that in order to make the comparison between data and
models more meaningful and simpler to interpret, we decided to compare the synthetic
data against real-world data from the smallest deployment of this study (H709). For this
conference dataset we know that the cumulative contact network exhibits no significant
modular structure: thus we do not incur in the difficulty of comparing real-world data
against models that cannot produce any modular structure, nor do we incur in the
additional complexity of defining models that respect a known modular structure in the
real-world data.

A strong difference is observed between the distributions generated by the two types of
data, with a much narrower distribution for the model data than for the real-world ones,
as shown in Table BTl by the comparison of the ratios between variance and average
of the distributions. This is particularly striking as the two models considered here
correspond to very different mobility patterns, with respectively homogeneous (for the
Random Waypoint) and heterogeneous (for the Truncated Lévy Walk) distributions of
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Dataset | Average | Standard Deviation | Std. Dev. / Average
25C3 | 31.6175 61.6218 1.9489
SFHH | 323.3640 790.2398 2.4438
HTO09 | 262.2559 692.2294 2.6395
RW | 377.0415 294.8501 0.7820
TLW | 236.9179 210.4378 0.8882

Table 5.1: Statistical properties of the delivery time distributions: 25C3, SFHH and HT09
refer to the experimental data sets, while RW and TLW are synthetic data sets generated
by simulating the Random Waypoint and the Truncated Lévy Walk models. Notice
how the high dispersion of experimental data, characterized by long-tailed distributions,
contrasts the low dispersion of the simulated data sets.

flight and pause times. To further probe this point, we show in Figure B the probability
density of the average node out-degree in the Fastest Route Trees corresponding to both
the real-world and the simulated data: also in this case the simulated models, including
the Lévy process, fail to reproduce the empirical behavior.

Although more extensive research is needed to extend the comparison to data sets
created by other models, this preliminary analysis shows that the introduction of realistic
individual mobility patterns (through power law distributions for instance) is not enough
to fit real-world propagation patterns. Taking into account the information about con-
tact patterns when measuring the properties of spreading dynamics is crucial to unveil
characteristics that can differ strongly between a model’s outcome and the real-world
dynamics.

Finally, we add a word of caution about the analysis of data generated by synthetic
models. Very often, opportunistic and delay-tolerant protocols are evaluated through
measures of average delay times and standard deviations. These quantities may not be
very representative in the case of broad distributions of delays, such as the ones observed
here. In these cases, the whole distribution should be considered instead.

5.4 Conclusion

In this chapter we studied the process of data diffusion in a real-world dynamic networks
of human proximity. We analyzed the topological and temporal dynamics of the networks,
focusing on the interactions between participants in three large-scale social gatherings.
We highlighted the temporal heterogeneity that arises from a number of social activities.

To investigate the general properties of information propagation, we focused on a
simple flooding routing protocol that allows us to expose the interplay between network
topology and the bursty nature of human activity. The dynamics of message diffusion
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is captured by the so called Fastest Route Trees that represent the fastest route along
which a piece of information can flow from the origin to the proximal nodes. The activity
of a node is quantified by the number of nodes to which it has propagated a message.
The activity distribution displays an exponential decay for the two deployments with
short-range proximity sensing (SFHH and HT09), and a broader tail for the case with a
longer detection range (25C3).

We showed that the distribution of message delivery times is strongly affected by
the temporal heterogeneity of proximity events. When the spreading starts during a
period of low social activity, very large delays are observed. On the contrary, a message
originated during a period of high interaction tends to spread fast. We studied the effect
that different definitions of “delivery time” have over the delivery time distribution. In
particular, we introduced here a new notion of “intrinsic” time, specific to every node,
that measures the cumulated time that node has been in proximity with any other node
of the system. In other words, we trade a globally defined time for a user-specific clock,
which only advances when the corresponding user is engaged in a proximity relation.
Strikingly, we find that by using this definition of time, the delivery time distributions
assume a generic form. That is, the distribution is the same for distinct deployments
with the same contact detection range, and does not depend on the detailed timeline,
nor on the initial time of the spreading process.

Moreover, we made a first step at comparing the measured sequences of proximity
events with sequences generated by using commonly accepted models of human mobility,
such as the Random Waypoint model and the Truncated Lévy Walk model, which are
widely used in the domain of opportunistic and delay-tolerant networks. Even though
an extensive comparison of the models used in the literature against data is outside the
scope of this work, we report a strong difference between the propagation processes on
model-based and real-world proximity networks. This points to the importance of taking
into account realistic contact patterns, and not only individual mobility patterns, for
studying dynamical processes on dynamical proximity networks. In fact, the dynamics of
information diffusion depends on non-trivial properties of contacts and inter-contact time
intervals, at least as much as on the topological and temporal heterogeneity of human
mobility. Our results call for future work in the direction of defining fine observables that
can capture those properties of the proximity networks that bear relevance to a variety
of general processes occurring over them. Such observables could be used to compare the
synthetic proximity networks generated by established models of human mobility with
the proximity networks recorded in experimental settings. This will allow to expose the
limits of current mobility models, and to devise more realistic modeling schemes.
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Chapter 6

Collaborative Filtering for Selective
Information Dissemination

In this chapter we discuss some collaborative filtering techniques used to obtain selective
information dissemination. Most of the basic techniques for information dissemination
through recommendation systems can be found on Adomavicius et al. [B], so in this
chapter we focus on the improvements given to collaborative filtering algorithms since
the survey was compiled.

Originally, selective dissemination of information (SDI) was first described by Hans
Peter Luhn of IBM in the 1950’s [E3T]. As described by Luhn Selective Dissemination of
Information was part of the business intelligence system, involving the use of the computer
to select from a flow of new documents, those of interest to each of a number of users.
This process could be thought of as a complement to information retrieval. It was a topic
related to library and information science, referring to tools and resources used to inform
users about new resources on selected topics. The term itself is somewhat dated, but
contemporary analogous systems include alerts, awareness tools or trackers. SDI systems
provide automated tools to inform users about the availability of new resources meeting
certain keywords or search parameters.

Recommender Systems (RS) refers to a broad spectrum of mathematical modeling
techniques and software tools providing suggestions for items to be of use to a user [IZ0].
In this context, a series of data mining techniques are used to infer recommendation
rules or build recommendation models from large data sets. Recommender systems that
incorporate data mining techniques make their recommendations using knowledge learned
from the actions and attributes of users. Recommender systems use the opinions of
a community of users to help individuals in that community more effectively identify
content of interest from a potentially overwhelming set of choices [IG3].

Accordingly to the nature of data-driven applications that produce information over-
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load, users need support to make choices, even without sufficient personal experience
of the alternatives. In real life, “Word-of-Mouth” is a very common process for the
user to cope with this issue, and social networking is the natural framework for finding
affinities and exploiting collaborations between users and for filtering relevant and per-
sonalized information. Many popular RS rely on user profiling and/or a given object
domain-dependent taxonomy.

Suggestions provided by RS are aimed at supporting their users in various decision-
making processes, such as what items to buy, what music to listen, or what news to
read. Recommender systems have proven to be valuable means for online users to cope
with the information overload and have become one of the most powerful and popular
tool in electronic commerce. Correspondingly, various techniques for recommendation
generation have been proposed and during the last decade, many of them have also been
successfully deployed in commercial environments.

Collaborative filtering is one of the most successful technologies for RS. In the last
decade, it has been developed and improved, and a wide variety of algorithms exist for
generating recommendations. There has been much work done both in the industry and
academia on developing new approaches to RS. The interest in this area still remains
high because it constitutes a problem-rich research area and because of the abundance
of practical applications that help users to deal with information overload and provide
personalized recommendations, content, and services to them.

Since the survey compiled by Adomavicius et al. [B] published in 2005, large improve-
ments have been made in Recommendation Systems and, mainly, collaborative filtering
techniques. A lot of attention has been given to this area from the industry, with focus
on the NetFlix Prize. In October, 2006 Netflix released a large movie rating dataset and
challenged the data mining, machine learning and computer science communities to de-
velop systems that could beat the accuracy of Cinematch by certain amounts. Winners
of the various Prizes were required to document and publish their approaches, enabling
everyone to understand and benefit from the insights and techniques required to achieve
the enhanced levels of predictive accuracy.

The attention given by the industry to RS pushed this area to the center of interest,
not only in academia, but also different groups, most of them multidisciplinary groups in-
volving mathematicians, computer scientists and even psychologists. In 2009 the Netflix
Prize contest was won by a team comprised of software and electrical engineers, statis-
ticians and machine learning researchers from Austria, Canada, Israel and the United
States. But the great contributions given to the area of recommendation systems were
the improvements in the collaborative filtering algorithms.

In this chapter we will focus on the improvements given to collaborative filtering
algorithms since the survey compiled in 2005. These improvements can be summarized in
the following techniques used to improve ratings prediction: jointly derived interpolation
[23], matrix factorization [PO8|[I8] and restricted Boltzmann machines [[Z72).
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6.1 Background

More formally, the recommendation problem can be formulated as follows: Let U be the
set of all users and let S be the set of all possible items that can be recommended. The
space S of possible items can be very large, ranging in hundreds of thousands or even
millions of items in some applications. Similarly, the user space can also be very large.
Let r be a function that measures the preference of user u to item s, i.e., r: U x S = R,
where R is a totally ordered set, ordered by preference value. Then, for each user u € U,
we want to choose such item s’ € S that maximizes the user’s preference estimation. In
RS, the preference of an item is usually represented by a rating, which indicates how a
particular user liked a particular item.

Each element of the user space U can be defined with a profile that includes various
user characteristics: age, gender, income, marital status, etc. In the simplest case, the
profile contains only a user identifier. Similarly, each element of the item space S is de-
fined with a set of characteristics. In a movie recommendation application for example,
each movie can be represented not only by its identifier, but also by its title, genre, direc-
tor, year of release, leading actors, etc. Finally, the preference r can also be represented
as more than one characteristic, for example the rating given to the item s by user v and
the date when the rating was given by the user.

The central problem of RS lies in that ratings is usually not defined on the whole
U — S space, but only on some subset of it. This means r needs to be extrapolated
to the whole space U — S. In RS, the ratings are initially defined only on the items
previously rated by the users. For example, in a movie recommendation application,
users initially rate some subset of movies that they have already seen. For the non-
rated movie/user combinations, the recommendation engine should be able to estimate
(predict) them and issue appropriate recommendations based on these predictions.

Extrapolations from known to unknown ratings are usually done by 1) specifying
heuristics that try to estimate user preferences and empirically validating its performance
and 2) estimating preferences that optimizes certain performance criterion, such as the
mean square error. Once the unknown ratings are estimated, actual recommendations
of an item to a user are made by selecting the highest rating among all the estimated
ratings for that user, according to (1). Alternatively, we can recommend the N best items
to a user or a set of users to an item.

In order to implement its core functions by identifying items that are useful for a user,
a RS must estimate the preference of an item for a user. The system must be able to
estimate the utility of some item to a user, or compare its utility with other items in order
to decide which items are worth of recommendation. Ratings of not-yet-rated items can
be estimated in many different ways using methods from machine learning, approximation
theory, and various heuristics. Recommender systems are usually classified according to
their approach to rating estimation. Moreover, RS are usually classified into the following
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categories, based on how recommendations are made:

Content-based: The system recommends to a user items that are similar to the ones
the user preferred in the past. Similarity between items is calculated based on features
like genre, price, color, etc.

Collaborative Filtering: The simplest implementation of this approach is by recom-
mending to a user the items that other users with similar tastes and preferences liked in
the past. Similarity between users, or between items in case of item-based approaches, are
calculated based in the rating history. This is the most popular and widely implemented
technique in RS.

Hybrid approaches: These methods combine collaborative and content-based methods.

In addition to RS that predict the absolute values of ratings that individual users
would give to the yet unseen items, there has been work done on preference-based filtering,
i.e., predicting the relative preferences of users. For example, in a movie recommendation
application, preference-based filtering techniques would focus on predicting the correct
relative order of the movies, rather than their individual ratings.

6.2 Related work on Recommender Systems

While the Internet contains a huge volume of digital information, it is often difficult
for users to find the information they really want without having a direct experience
about the alternatives [IG3]. To reduce data overloading, several techniques such as data
indexing, retrieving, searching and filtering has been developed in the past. The semantic
of these approaches is simply to find an exact match between a query string and content
without any consideration of user’s preferences. To provide a sort of personalized advice, a
recommender system is commonly adopted to support users in finding useful information
according to their likings. The most relevant proposals in the recommendation area are
the content-based and the collaborative filtering techniques.

In the content-based approach, the system suggests the items that are similar to the
items previously liked by the user. Resources’ similarities are evaluated by way of an
objective and automatic analysis of the content, identifying some distinguishing features
and comparing them to the user’s profile. Some examples are the Syskill ¢ Webert
recommender system [[38] that proposes a mechanism to suggest Web documents based
on textual analysis; or NewsWeeder [[ZZ3] that assists users to filter and select interesting
netnews.

In contrast with the previous approach, collaborative filtering focuses on the compar-
ison between user’s profiles. Generally, a profile is identified by an array of items where
each directly experienced item is associated to a feedback rating that denotes the user
approval. By means of these ratings the system is able to estimate a similarity value be-
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tween users in order to recommend the resources that are much liked by kindred people.
Collaborative filtering recommenders have been implemented in a wide range of domains:
for example, Tapestry [B2] is able to filter out off topic posts and select interesting doc-
uments in newsgroups; Ringo generates suggestions on music albums and artists based
on a social filtering mechanism that automates the process of “word of mouth” [IZd;
GroupLens ] helps users of Usenet to find fascinating articles; and MEMOIR [G3]
that focuses on finding people with similar tastes and interests.

While the content-based approach is based on an objective analysis of the content,
the collaborative filtering technique introduces a subjective evaluation of items without
forcing the system to represent data in a machine-parsable form. Accordingly, they
are completely independent to content representation problems, working well for both
complex objects like music songs and movies, and for ordinary textual documents or Web

pages.

Since the previous approaches show both benefits and shortcomings, there is not a
widely accepted solution that overcomes the other systems. For all that, many proposals
try to combine the different perspectives in a hybrid technique. Generally, the content-
based and the collaborative filtering approaches are integrated. For example, Fab [IT|
maintains user profiles based on content analysis, and directly compare them to define
similar users for collaborative recommendation. Other hybrid proposals can be found in
[CZ3, 53, 64, b4).

Furthermore, RS have an inherently social bias to bring people together by way of
the power of human relationships. Even though social dynamics have been strongly
underemphasized in literature, in our work we adopt a connection-centric [I52] vision to
design RS. We address the task of exploiting spontaneous partnerships between users for
pushing suggestions to them. Like in the real world, even in virtual communities people
can meet each other for conversing about their favorite topics. Hence, a user would trust
another user if they have many interests in common: they create a de facto “Word of
Mouth” mechanism that helps both to select an item amongst the huge volumes of data
that are available on the domain.

6.3 Evaluating Recommendation Systems and algo-
rithms

Evaluating RS and their algorithms is inherently difficult for several reasons. Identifying
the best algorithm for a given purpose is not very easy because it is not very clear which
attributes should be measured and which metrics should be used for each attribute. The
metrics most used to this evaluation are the Root Mean Square Error (RMSE) and Mean
Average Error (MAE) when trying to predict users’ preferences, and Precision and Recall
when trying to recommend items to users.
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MAE and RMSE metrics are normally used to measure the accuracy of predicted user
ratings. MAE measures the average absolute deviation between a predicted rating and
the user’s true rating. RMSE, that squares the error before summing it, emphasizes on
large errors, that is, it amplifies the contributions of egregious errors, both false positives
(“trust busters”) and false negatives (“missed opportunities”).

Precision and Recall are definitions originated in the Information Retrieval context,
and are defined in terms of a set of retrieved items (e.g. the list of documents produced by
a web search engine for a query) and a set of relevant items (e.g. the list of all documents
on the Internet that are relevant for a certain topic). Precision can be seen as a measure
of exactness or fidelity, whereas Recall is a measure of completeness. In a more formal
way, Precision is the fraction of retrieved instances that are relevant:

[{relevant items} N {retrieved items}|

recision = 6.1
P |{retrieved items}| (6.1)
while Recall is the fraction of relevant instances that are successfully retrieved:
relevant items} N {retrieved items
recall = i oA i (6.2)

|{relevant items}|

Both precision and recall takes all retrieved documents into account, but it can also
be evaluated at a given cut-off rank, considering only the topmost results returned by
the system. This measure is called precision at n or recall at n.

When dealing with classification tasks, the terms true positives, true negatives, false
positives, and false negatives compare the results of the classifier under test with trusted
external judgments. The terms positive and negative refer to the classifier’s prediction
(sometimes known as the observation), and the terms true and false refer to whether that
prediction corresponds to the external judgment (sometimes known as the expectation).
Recall in this context is also referred to as the True Positive Rate, other related measures
used in classification include True Negative Rate and Accuracy. True Negative Rate is
also called Specificity.

The F-measure is a measure that combines precision and recall as the harmonic mean

of both measures:

F_o. precision - recall

6.3
precision + recall (6:3)

This measure is also known as the F'1 measure, because recall and precision are evenly
weighted. It is a special case of the general F'3 measure (for non-negative real values of

p):

precision - recall

Fy= (1457 (6.4)

(32 - precision + recall

Two other commonly used F' measures are the F, measure, which weights recall higher
than precision, and the Fj 5 measure, which puts more emphasis on precision than recall.
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Different algorithms may be better or worse on different data sets, and this is an-
other element that makes difficult to evaluate recommender systems. Many collaborative
filtering algorithms have been designed specifically for data sets where there are many
more users than items (e.g., the MovieLens data set has 65,000 users and 5,000 movies).
Such algorithms may be entirely inappropriate in a domain where there are many more
items than users (e.g., a research paper recommender with thousands of users but tens
or hundreds of thousands of articles to recommend). Similar differences exist for ratings
density, ratings scale, and other properties of data sets.

6.4 Content-based Recommendation

In content-based recommendation methods, the preference of item s; for user wuy is es-
timated based on the preferences r; assigned by user u; to items s; that are ”similar”
to item s;. For example, in a movie recommendation application, in order to recom-
mend movies to user ug, the content-based recommender system tries to understand the
commonalities among the movies user u; has rated highly in the past (specific actors,
directors, genres, subject matter, etc.). Then, only the movies that have a high degree
of similarity to whatever the user’s preferences are would be recommended.

The content-based approach to recommendation has its roots in information retrieval
and information filtering research. Because of the significant and early advancements
made by the information retrieval and filtering communities and because of the im-
portance of several text-based applications, many current content-based systems focus
on recommending items containing textual information, such as documents, Web sites
(URLs), and Usenet news messages. The improvement over the traditional information
retrieval approaches comes from the use of user profiles that contain information about
users’ tastes, preferences, and needs. The profiling information can be elicited from users
explicitly, e.g., through questionnaires, or implicitly — learned from their transactional
behavior over time.

6.5 Classical Collaborative Filtering Algorithms

The survey compiled by Adomavicius et al. [B] presented some of the classical collabora-
tive filtering algorithms. Algorithms for collaborative recommendations can be grouped
into two general classes: memory-based(or heuristic-based) and model-based.
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6.5.1 Memory-based algorithms

Memory-based algorithms essentially are heuristics that make rating predictions based
on the entire collection of previously rated items by the users. That is, the value of the
unknown rating r for user u and item ¢ is usually computed as an aggregate of the ratings
of some other (usually, the N most similar) users for the same item ¢. To find the most
similar users of item ¢, the method uses a similarity function. The similarity function
is essentially a distance measure and is used as a weight, i.e., the more similar users u
and v’ are, the more weight rating r(, ; will carry in the prediction of 7(,; . Note that
the similarity function is a heuristic artifact that is introduced in order to be able to
differentiate between levels of user/item similarity and, at the same time, simplify the
rating estimation procedure. Different recommendation applications can use their own
user similarity measure.

User-based collaborative filtering

The most common form of collaborative filtering is the neighborhood-based approach
(also known as “k Nearest Neighbors” or kNN, for short). The kNN methods identify
pairs of items that tend to be rated similarly or like-minded users with similar histories
of rating, in order to predict ratings for unobserved users-item pairs.

User-based collaborative filtering predicts a test user’s interest in a test item based
on rating information from similar user profiles. Each user profile is sorted by its simi-
larity towards the test user’s profile. Ratings by more similar users contribute more to
predicting the test item rating. The set of similar users can be identified by employing a
threshold or selecting top-N. In the top-N case, a set of top-N similar users N (uy) also
called neighbors of user k can be generated according to:

N(ug) = {uq, € Ulsim(ug, u,) > 6} (6.5)

where |N(u)| = N. sim(uy,u,) is the similarity between users k and a. Cosine sim-
ilarity and Pearson correlation are popular similarity measures in collaborative filtering.
Consequently, the predicted rating r(uyg, s;) of test item s; by test user uy is computed as

> r(ug, si) - sim(ug, ug)
ua €N (ug)

r(ug, $;) = 5

ug €N (ug)

(6.6)

sim (uy, uq)

where r(u,, s;) denote the rating made to item s; by user u,.

Existing methods differ in their treatment of unknown ratings from similar users.
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Missing ratings can be replaced by a 0 score, which lowers the prediction, or the average
rating of that similar user could be used.

Item-based collaborative filtering

Item-based approaches apply the same idea, but use similarity between items instead of
users. The unknown rating of a test item by a test user can be predicted by averaging
the ratings of other similar items rated by this test user. Again, each item is sorted and
re-indexed according to its similarity towards the test item in the user-item matrix, and,
ratings from more similar items are weighted stronger.Formally,

> r(ug, s;) - sim(s;, s5)
8;E€N(si)

r(ug, s;) = 5

s;EN(s4)

(6.7)

sim(s;, s;)

Where item similarity sim(s;, s;) can be approximated by the cosine measure or Pear-
son correlation. To remove the difference in rating scale between users when computing
the similarity, it is used to to adjust the cosine similarity by subtracting the user’s average
rating from each co-rated pair beforehand. Like the top-N similar users, the neighbors
of item s;, denoted as N(s;), can be generated according to:

N(s;) = {sa € S|sim(si,s,) > 0} (6.8)

and where |N(s;)| = N.

6.5.2 Model-based algorithms

As in the case of content-based techniques, the main difference between collaborative
model-based techniques and heuristic-based approaches is that the model-based tech-
niques calculate rating predictions based not on some ad hoc heuristic rules, but, rather,
based on a model learned from the underlying data using statistical and machine learning
techniques.

In contrast to memory-based methods, model-based algorithms use the collection of
ratings to learn a model, which is then used to make rating predictions. In order to
estimate preferences, there are probabilistic models like cluster models and Bayesian
networks. In the first model, like-minded users are clustered into classes. The number of
classes and the parameters of the model are learned from the data. The second model
represents each item in the domain as a node in a Bayesian network, where the states of
each node correspond to the possible rating values for each item. Both the structure of
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the network and the conditional probabilities are learned from the data. One limitation
of this approach is that each user can be clustered into a single cluster, whereas some
recommendation applications may benefit from the ability to cluster users into several
categories at once.

6.6 Improved Collaborative Filtering Algorithms

This section will focus on the improvements given to collaborative filtering algorithms
since the survey compiled in 2005. These improvements can be summarized in the follow-
ing techniques used to improve ratings prediction: jointly derived interpolation, matrix
factorization and restricted Boltzmann machines.

6.6.1 Jointly Derived Interpolation

The Jointly Derived Neighborhood Interpolation [23] is basically an improvement for
the user-based and item-based (kNN) collaborative filtering. Past kNN methods relate
items (or users) by various heuristic variants of correlation coefficients, and the correla-
tion coefficients are used directly as interpolation weights when calculating rating scores.
Jointly Derived Neighborhood Interpolation is a rigorous alternative to these interpo-
lation weights. It is based on global optimization of a cost function pertaining to all
weights simultaneously. This results in an improvement of estimation quality with a
minor increase in running time.

Standard neighborhood-based methods have some problems in relation to the way
the rating predictions are calculated. First of all, the similarity function which directly
defines the interpolation weights, is arbitrary. Various algorithms use different similarity
measures, trying to quantify the elusive notion of similarity. These similarity measures
represents a previous chosen heuristic, and not necessarily implies in minimizing predic-
tion error. Also, previous neighborhood-based methods do not account for interactions
among neighbors. Each similarity between an user u; and a neighbor u, € N(uy) is
computed independently of the content of N(uy) and the other similarities. Another
problem is that by definition, the interpolation weights sum to one, which may cause
overfitting. Finally, neighborhood methods may not work well if variability differs sub-
stantially among neighbors.

Jointly Derived Neighborhood Interpolation does not use the similarity measure di-
rectly as the weight to calculate the prediction, but calculate the best weights to be used
using jointly derived interpolation. Given a set of neighbors N(uy), this method learns
the interpolation weights by modeling the relationships between user u; and its neighbors
through a least squares problem. The interpolation weights can then be computed by
solving a least squares problem using standard linear equations solvers.
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6.6.2 Matrix Factorization

Latent factor models are an approach that tries to explain the ratings by characterizing
both items and users on N factors inferred from the ratings patterns. Some of the most
successful realizations of latent factor models are based on matrix factorization 208, [Id|.
In its basic form, matrix factorization characterizes both items and users by vectors of
factors inferred from item rating patterns. High correspondence between item and user
factors leads to a recommendation. These methods have become popular by combining
good scalability with high prediction accuracy. In addition, they offer good flexibility for
modeling various real-life situations.

Matrix factorization is applied in recommender systems by placing in a matrix with
one dimension representing users and the other dimension representing the items of in-
terest. The most convenient data to training the model is high-quality explicit feedback,
which includes explicit input by users regarding their interest in items. Usually, explicit
feedback comprises a sparse matrix, since any single user is likely to have rated only a
small percentage of possible items.

Such a model is closely related to singular value decomposition (SVD), a well-established
technique for identifying latent semantic factors in information retrieval. Applying SVD
in the collaborative filtering domain requires factoring the user-item rating matrix. This
often raises difficulties due to the high portion of missing values caused by sparseness
in the user-item ratings matrix. Conventional SVD is undefined when knowledge about
the matrix is incomplete. Moreover, carelessly addressing only the relatively few known
entries is highly prone to overfitting.

Earlier systems relied on imputation to fill in missing ratings and make the rating
matrix dense. However, imputation can be very expensive as it significantly increases the
amount of data. In addition, inaccurate imputation might distort the data considerably.
Hence, more recent works suggested modeling directly the observed ratings only, while
avoiding overfitting through a regularized model. To learn the factor vectors, the system
minimizes the regularized squared error on the set of known ratings. Two approaches to
minimizing the regularized squared are stochastic gradient descent and alternating least
squares (ALS).

One strength of matrix factorization is that it allows incorporation of additional
information. When explicit feedback is not available, recommender systems can infer
user preferences using implicit feedback, which indirectly reflects opinion by observing
user behavior including purchase history, browsing history, search patterns, or even mouse
movements. Implicit feedback usually denotes the presence or absence of an event, so it
is typically represented by a densely filled matrix.

So far, the presented models have been static. In reality, product perception and
popularity constantly change as new selections emerge, and we can consider the whole
model as not being static. Similarly, customers’ inclinations evolve, leading them to
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redefine their taste. Thus, the system should account for the temporal effects reflecting
the dynamic, time-drifting nature of user-item interactions.

The matrix factorization approach lends itself well to modeling temporal effects, which
can significantly improve accuracy. Decomposing ratings into distinct terms allows the
system to treat different temporal aspects separately. Specifically, the following terms
vary over time: item biases, user biases, and user preferences. The more complex factor
models, whose descriptions involve more distinct sets of parameters, are more accurate. In
fact, the temporal components are particularly important to model as there are significant
temporal effects in the data.

Finally, matrix factorization techniques have become a dominant methodology within
collaborative filtering recommenders. Experience with datasets such as the Netflix Prize
data has shown that they deliver accuracy superior to classical nearest-neighbor tech-
niques. At the same time, they offer a compact memory-efficient model that systems
can learn relatively easily. What makes these techniques even more convenient is that
models can integrate naturally many crucial aspects of the data, such as multiple forms
of feedback, temporal dynamics, and confidence levels.

6.6.3 Restricted Boltzmann Machines

Restricted Boltzmann Machines [[72] are stochastic neural networks (networks of neurons
where each neuron have some random behavior when activated). It consists of one layer
of visible units (neurons) and one layer of hidden units. Units in each layer have no
connections between them and are connected to all other units in other layer. Connections
between neurons are bidirectional and symmetric. This means that information flows in
both directions during the training and during the usage of the network and that weights
are the same in both directions.

RBM Network works in the following way: First the network is trained by using some
data set and setting the neurons on visible layer to match data points in this data set.
After the network is trained we can use it on new unknown data to make classification
of the data (this is known as unsupervised learning).

To predict ratings using RBMs, a conditional multinomial distribution is used for
modeling each column of the observed ”visible” binary rating matrix V and a conditional
Bernoulli distribution for modeling ”hidden” user features h.

Comparing RBMs with an SVD model, is possible to see that conditional factored
RBM slightly outperforms SVD, but not by much. Both models could potentially be
improved by more careful tuning of learning rates, batch sizes, and weight-decay. More
importantly, the errors made by various versions of the RBM are significantly different
from the errors made by various versions of SVD, so linearly combining the predictions
of several different versions of each method, using coefficients tuned on the validation
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data, produces an error rate significantly lower.

6.6.4 Blending it all together

Each of the previous algorithms produce rating estimations. Linear blending refers to
combining multiple estimations. Each estimation is associated to a weight, where each
weight is in the range 0 to 1 and the sum of all weights is 1. To find the optimal linear
blending consists in finding the optimal weights by letting them range through all valid
permutations. Serious attempts at the Netflix challenge required blending results from
many algorithms. Blending is an operation that transforms multiple estimates into a
single higher accuracy estimate.

Arguably, one of the the Netflix Prize’s most convincing lesson is that a disparity
of approaches drawn from a diverse crowd is more effective than a smaller number of
more powerful techniques. Joining forces allowed teams to incorporate small, outlying
techniques that are relatively inconsequential in the big picture, but crucial during the
final stages where tweaking matters most.

6.7 Conclusion and Discussion

This chapter was concentrated in the collaborative filtering algorithms to predict user
preferences. It was mainly based on papers published during the ongoing of the Netflix
Prize, with methods aimed to minimize the root mean square error in a very large dataset
with explicit ratings available.

A big part of these works were concentrated in algorithms and strategies trying to
predict ratings and to reduce the root mean square error (RMSE) of the predicted ratings,
as the competition was concentrated in this metric of evaluation. Some of the algorithms,
as jointly derived interpolation and matrix factorization, are specifically designed to work
with explicit ratings and to reduce the RMSE. But it was shown also that a better
performance with RMSE have also a big impact in precision and recall, which are the
metrics used by the information retrieval community.

Finally, it has been shown that predictive accuracy is substantially improved when
blending multiple strategies. The experience is that most efforts should be concentrated
in deriving substantially different approaches, rather than refining a single technique.
Consequently, the best practical solution is an ensemble of many methods.
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Chapter 7

A Practical Experience on
Collaborative Filtering
for Digital Recorders

In order to understand the peculiarities of the collaborative filtering domain, it is of
extreme importance to implement and test recommendation strategies that use collab-
orative filtering approaches in an experimental field. In one of the projects that took
place during the PhD course, we had the opportunity to have a practical experience
in the complete lifecycle of a recommendation application for personal video recording.
In this chapter, we show these experiences, starting from the context analysis and data
extraction, to the implementation of different recommendation strategies and their eval-
uation using a dataset of thousands of active users.

In the wide context of IPTV services, Digital Video Recorders (DVR) (a.k.a. Personal
Video Recorder (PVR)), are hardware or software devices that record digital video to a
memory medium, for a further access (e.g., stand-alone set-top-boxes (STB), portable
media players, and PC based DVRs). One of the most important exploitations of the
DVRs is the media sharing: users may want to access to all their personal media resources
(e.g., pictures, podcasts, TV programs) from any of their own devices (e.g., laptops,
smartphones and so on). For example, Orb? is a freeware streaming software that enables
users to access remotely their media via Internet. In this chapter, while focusing on the
recording of radio and TV broadcasts, we keep in mind the general media sharing domain.

A common marketing view differentiates users in two categories, namely couch pota-
toes and PC enthusiasts. Although STBs tend to be oriented to couch potatoes and
solutions such as Elgato EyeTV, MythTV, InterVideo WinDVR and others are popular
amongst PC users, there are a number of common issues and exploitations. One of the

Thttp://www.orb.com
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most important exploitations is media sharing: users may want to access to all their
personal media resources (e.g., pictures, movies, music, Internet podcasts, favorite TV
programs) from any of their own devices, including laptops, smartphones, video game
consoles, and so on. Of course, they may want to record TV and radio broadcasts or
other live events for successive views. For example, Orb? is a freeware streaming soft-
ware that enables users to access remotely their media via Internet. Even if this chapter
focuses on the process of recording radio and TV broadcasts, the presented analysis has
been conducted keeping in mind the general media sharing domain.

Recording and personalization is changing the way providers insert advertisements
during content delivery. The emergence of new behaviors and content consuming trends
is forcing advertisers to look for new ways (e.g., a pull model) for spreading their com-
mercials, trying to avoid the fast-forward of pre-recorded videos to skip commercials. A
pull model is rapidly attracting the interest of advertisers, because they have to under-
stand which kind of information and content the user wants to search for and receive.
In this domain, enthusiasm for recommender systems [B] is rapidly growing. In fact,
recommender systems can be very useful for selling more targeted items, but also they
are powerful retention tools for both old and new customers. When a user is satisfied
with suggestions, she dedicates more attention to links and references that are proposed
in her personal (web) area. Even if some recommendation engine has been tailored for
DVRs (e.g., Neptuny’s Content Wise, ReignSoft’s Impress), a comprehensive analysis of
the peculiarities of this domain is still missing.

First of all, usage data collection is subject to serious privacy concerns. Users are
not willing to loose control of data they produce while taking advantage of recommen-
dations and personalized information. Moreover, when a shared device is used (e.g., the
television) also family control issues arise, and it can be difficult to provide personalized
information. Even for such reasons, costumers protect themselves behind fictitious on
line identities, and this is an important challenge for many recommendation algorithms,
that need user profiles to increase their accuracy.

Another important problem in the IPTV domain as pointed out also in [B9, [7] is
that, differently from other domains where recommenders can learn from explicit user
ratings over content, in DVR based systems we need to operate according to implicit
feedbacks, such as recordings of a given event, downloading of pre-recorded videos, or
- whenever it is possible to collect this information - monitoring if the video has been
effectively watched by the user.

A third relevant problem, that has been largely underestimated by previous relevant
works on this subject, is the difficulty of discriminating between different items. DVRs
usually provide Electronic Program Guides (EPGs) to help the user to record their fa-
vorite programs. Unfortunately, in the wider context, EPGs are not reliable to identify
elements to recommend, due to many reasons: many TV channels do not respect pro-

http://www.orb.com
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grammed schedules, different media and podcasts available within the Web do not make
use of a common schedule’s format, users are sometimes interested only to single parts
of a programmed event, and they will prefer to set up their own timings over a given
channel. In general, content description is difficult in the linear TV domain, in opposition
with VoD. Broadcasts are announced, but they often lack of structured meta-information.
In fact collaborative filtering is usually preferred to content-based recommendation algo-
rithms, even if their execution over collected data is not straightforward.

Recommendation is usually reduced to a prediction problem over the function r(u,, €;)
that returns the expected rating of element e; for user u,. As observed above, we are
dealing with an environment where the definitions of all the parameters involved in this
function (i.e., user profiles, feedback ratings and elements) are controversial. To our
knowledge, this is the first attempt to run collaborative filtering algorithms without
inner assumptions.

For this purpose, we start our analysis from an unstructured set of recordings, before
performing a data pre-processing phase in order to extract useful information. Hence,
as described in Section [, we experiment with a real system where EPGs have not
been provided to the user for selecting event timings and where explicit feedbacks were
not collected. Then, we describe the procedure for extracting meaningful information
from the large and unstructured amount of data provided by the PVR system (Section
[[2) and the recommendation algorithms analyzed in our tests (Section [3). Finally, the
evaluation of the chosen algorithms in terms of precision and recall is presented in Section
[A, before drawing conclusions and proposing future research questions in Section 3.

7.1 The Experimental Environment

Our analysis is based on real data generated by the Faucet PVR system, integrated in a
web-based podcasting service named VCast. Faucet allows users to record their favorite
(Italian) TV and Radio programs, and to further download them into their devices (e.g.,
iPod, PC, notebook) [E]. The user can set up her own programming and see or download
her recordings by the use of a simple web interface. Bringing the ability to record and
group into a single feed public and private channels (such as radio and TV recorded
programs), Faucet PVR offers a single framework for creating and aggregating personal
podcast compilations.

The Faucet PVR produces a very rich and dynamic dataset®, populated by real users
expressing their preferences through the recorded programs. Such a context, however, is
characterized by a number of constraints which we had to deal with, in order to be able
to perform the analysis on the recommendation algorithms. In particular, the intrinsic
dynamism and variability of the recordings, as well as the lack of any permanent event,

3The Vcast dataset is publicly available at: pTtp://secnet.di.unito.it/vcasy

89


http://secnet.di.unito.it/vcast

CHAPTER 7. A Practical Experience on Collaborative Filtering
for Digital Recorders

require that a series of pre-processing steps have to be undertaken prior to be able to
apply any recommender.

A noticeable property characterizing the context in which we operate is the lack of a

well defined programming for recorded contents. Despite several EPG sources do exist,
we can not consider them reliable enough to be used for extracting the input information
of the recommender engine. Therefore, we decided to opt for a different approach. Ex-
ploiting a bottom up approach, we rely on users’ knowledge to define the most relevant
properties of the events transmitted on the major TVs and radios.
More precisely, the task of defining the parameters related to every recorded transmission
is therefore demanded to single users. Since it is their primary interest to make sure that
the information inserted in the Faucet PVR are as much precise as possible, we can con-
sider such data reliable enough to be used in the recommendation process. Furthermore,
a number of inferences can be deduced from the user activity, and considering also the
good popularity of the system, also numerical processing is statistically reliable.

The Faucet PVR involves three different steps to be taken by an user when she is
interested in recording an event: the parameters setting, the execution and the down-
loading of the recorded item. All three steps are performed in different moments, in the
aforementioned order. In the parameters setting step, the user chooses a channel, peri-
odicity, name, starting and ending times. This step must be done before the beginning
of the program. The execution phase starts at the starting time and finishes at ending
time. The downloading step is available only after the recording finishes.

As mentioned above, an event can be periodic: if the user wishes, the system records
the desired event in regular intervals. These intervals can be of a week or a day, and in
the case of a daily event, the user can choose to skip weekends. Events classified as non-
periodic have absolute starting and ending times. However, in the case of periodic events,
starting and ending do not represent absolute times, but rather a weekday and daytime
(in the case of weekly events) or just a daytime (in the case of daily events). Also, in the
case of periodic events, there is one parameter setting step, but the execution step can
occur an undefined number of times. After each execution step, a download referring to
it is made available. The system limits the number of accumulated recordings to 3 in
order to save resources (only the last 3 executions are available to download).

The fact that the dataset includes information about periodicity implies some issues
in properly determining the events broadcasted on TV and radio from the amount of
recordings made by users. On the other side, it decreases the complexity of calculating
recommendations, resulting in an overall improvement in their novelty. In fact, with-
out taking into account the periodicity, as in [E3], the recommender has to explicitly
ignore periodic elements recently seen by the user, in order to provide a more valuable
and accurate recommendation. In our domain, as the periodicity is an intrinsic feature
of the recommendable items, we do not have such a constraint, being these elements
automatically excluded.
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The goal of a recommendation system in the PVR context is to suggest a personalized
set of transmissions to the users. However, data coming from the Faucet PVR are not
immediately usable to identify events such as the transmissions, but assume the form of
unstructured information, which have to be properly processed. In particular, let 7" be
the set of transmissions during a day and t; be a specific transmission broadcasted on
channel ¢, starting at time b;, and ending at time e;,. Then, ¢; can be directly used
in the recommendation engine, as well as V¢ € T. On the contrary, data collected by
the Faucet system (i.e., users’ recordings) differ from ¢; in the sense that they define
a set R of several events r; with a temporal validity, each referring to a specific event.
However, recordings with different timings may refer to the same broadcast: given the
pair 7;,7; € R, they may refer to the same transmission even if r; # r;. Clearly, this
property does not hold with discrete and well defined events such as the transmissions.

As well as we can not exploit any EPG to identify the recorded contents, we can not
even rely on any information about the specific content of each recording. Indeed, the
Faucet PVR does not provide any reference to the type of transmission recorded (e.g.,
sport program, news, or comedy-movie), nor we can rely on information inserted by users
in title field, as the insertion of titles and annotations is completely free, and this results
in very diversified and, possibly, incorrect descriptions.

As a final observation, broadcasting is characterized by the ezxpiration of some events:
we can suggest the user to record only future broadcasts, and even if some shows are
serialized, the recording of the single episode should be programmed in advance. This
phenomenon is (partially) due to copyright management, since the content provider are
not willing to authorize service providers to store previously recorded event for further
distribution. Nevertheless, recording of a broadcast is still allowed, because it is seen as
a single user activity. As a consequence, we have to deal (also) with volatile content, and
this differs very much with the VoD domain, that has been exhaustively explored in the
context of recommendation systems.

7.2 Data Extraction

Due to the specific domain, we are required to perform a pre-process of the data obtained
from the Faucet PVR prior to be able to use such information as input for a recommen-
dation algorithm. This is needed because the Faucet system generates a set of recordings
in the continuous domain of timings, while a recommender system requires to operate in
the discrete domain of events.

As a consequence, the first goal that we have to accomplish is the identification of
the broadcasted transmissions from the amount of unstructured data resulting from the
recording process. This is a multi-step procedure, whose aim is to identify a set of discrete
elements as the representatives of the broadcasted events. Basically, a discrete element
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is obtained as the result of the aggregation of several different recordings. A preliminary
investigation on the extraction of events from recordings is given in [[].

Let U = {uq, ug, ..., u;} be the set of distinct users in the Faucet platform. Each user
in set U has recorded some programs in the past and scheduled some for the future. To
schedule a program, a user must choose a channel ¢ € C, representing a list of predefined
channels, and a periodicity p € {no — repeat, weekly, daily, mon — fri,mon — sat},
representing all the possible periodicities allowed in the PVR system. Besides, the user
is required to annotate his/her recording with a (possibly) meaningful title.

Let R = {ry,rs, ..., 7} be the set of the broadcasted recorded programs. FEach element
in R (a recording) is a tuple r; =< u;, ¢;, pi, t;, b, fi > set by a user u; € U who recorded
on the channel ¢; € C with periodicity p; € P a program titled ¢; with start time b; and
end time f;. Thus, we can assume that there exists a function mapping every user to her
recordings.

The set R is first processed by means of clustering; then, aggregation and collapsing
are carried out in sequence on the output of the clustering. The three phases are described
in the following.

Clustering Due to the lack of information about the content of each recording, they are
clustered wrt the channel, the periodicity and the difference between timings. Specifically,
Vri,r; € Rlc,, = ¢r; Apy, = pr; We have that

ril A [br, — by | < 6 Ao, = fr| < 05,

where (4 is the clustering function and 6, §; determine the maximum clustering distance
for the start and end times, respectively. The identified clusters contain recordings equal
in the channel and periodicity, and similar on the timing. The recording that minimizes
the intra-cluster timing distances is elected as the centroid of the cluster. At the end of
the clustering, each cluster identifies an event.

Aggregation As the Faucet platform produces new recordings with a hourly frequency,
we perform the clustering once a hour obtaining a set of newly generated events. A further
step is then required to possibly aggregate similar events, i.e., the new one with those
previously created. Such an operation is performed as follows: (1) we compare each
element generated with the clustering with the existing events wrt channel, periodicity
and timings; (2) if the timings are similar, we correct the properties of existing events
with the values of the newly created ones. The list of the users associated to the event
is updated accordingly.

Collapsing Similar discrete elements, i.e. with the same channel and periodicity but
timings within a fixed range, are merged into a single event. All features of the new
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events are computed by means of the values of the collapsed discrete elements. This
operation is required basically because events can be created in subsequent moments,
by aggregating recordings referring to the same broadcasted transmissions. Due to the
high variability of the timings, especially when a new transmission appears, such events
slowly and independently converge to more stable timeframes, determining the need of
collapsing them into single events.

As a result of the whole process, we obtain a number of events, each being a tuple
defined as follows:

€; =< {Uej},cj7tlj7bj>fjapj >

where:

o {u,} is the list of users who set a recording referring to that event;
e ¢; is the channel;

e tl; is the title chosen among those given by users;

e b; and f; are the the starting and ending times respectively;

o p; € {no— repeat, weekly, daily, mon — fri,mon — sat} is the periodicity.

Let E = {ey, e, ..., e, } the set of the discrete elements, result of the aggregation process.
We can define a function f : U — F, that associates each user to a subset of events, i.e.,
that defines F, C E containing the events which user u is associated to.

In Figure [, we can observe the behavior of the system in a one year timeframe, i.e.,
from June 2008 to June 2009, wrt the number of users, events and recordings. As the
number of active recordings and events (b) tends to increase over time, the number of
users follows a different, less constant, trend. Specifically, we can notice a considerable
increase in the number of users in the system between November 2008 and March 2009.
Such a happening implies a consequent raise in the number of recordings, due to the
augmented activity in the system. Analogously, the number of events generated by the
aggregations of the recordings grows up, although less noticeably if compared to the
recordings.

7.3 Recommendation

In our context, we can identify two different approaches to recommendation, depending
on the specific target which is considered. As a first attempt, we define a set of events
which can be of interest to the majority of the users. In such a case, we are trying to
identify the most frequent events in the systems, i.e., those programs which have been
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Figure 7.1: Number of users, events and recordings (a) Total and (b) Active in the
considered period

recorded by the largest subset of users. This is done by means of a recommendation
algorithm which we name MostPopular.

A second approach focuses on identifying those events which can be of any interest for
a single user of the system. In this case, which we can refer to as user-oriented, the aim
of the recommendation algorithm is to suggest items specifically tailored to the user’s
preferences.

7.3.1 Algorithms Overview

Two well-known recommendation techniques are considered in this work: (1) the memory
based collaborative filtering approach named k-Nearest Neighbors (kNN) [IZ3]; (2) the
model based approach based on the SVD transform [[Zd].

Exploiting the basic idea of the nearest neighbors approach, we apply both variants of
the kNN algorithm: the user-based one [BY], by identifying users interested in similar
contents; and the item-based approach [B4], by focusing on items shared by two or more
users. In addition, we also analyze the performance of a variant of the SVD technique
based on implicit ratings, presented in [HH].
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User-based kNN In the user-based kNN algorithm, the weight of an element e; for
an user uy can be defined as:

w(ug, ;) = Z (g, €;) - c(ug, ug), (7.1)

ug €N (ug)

where r(u,,e€;) = { (1) g 2% ; g““

E,, is the set of elements recorded by user u,, whilst N (uy) is the neighborhood of user uy,
limited by considering only the top-N neighbors ordered by user similarity. The different
similarity functions are discussed in section [Z332. In case the number of neighbors is
limited by the chosen similarity function to a number lower than k, we also consider the
2nd-level neighbors, i.e., for each user u, belonging to N(uy) we compute N(u,). The
overall set of 1st-level and 2nd-level users is then used to define the users similar to uy,
as previously described.

The coefficient c(ug, u,) represents the neighbor’s information weight for user uy. In
most of the kNN-based algorithms [B9], the coefficient used is the similarity between
uy and u,. In other cases [Z3] the coefficients are calculated using derived interpolation
weights. It is worth noting that, in case of considering 2nd-level neighbors, the coefficient
c(ug, uy) in eq. () has to be computed taking into account the similarity between the
considered neighbor and further ones. For example, considering user ug, her neighbor u,
and her 2nd-level neighbor wy;, we have:

c(ug, up) = c(ug, ug) * (g, up),

that is a combination of the similarities computed between the neighbors pairs for the
considered user.

MostPopular The MostPopular algorithm can be also defined by means of eq. (),
assuming the number of neighbors unbounded, which implies N(uy) = U, Yu € U; and
c(uq, up) = 1, Yug,up, € U.

The weight of an element e; to an user uy is therefore defined as:

w(ug, €;) = Z r(Uq, €;) (7.2)

uq €U
After calculating the weight of all elements, they are sorted in descendant order. In

the MostPopular algorithm, as the set of neighbors is independent of the user, all users
receive the same recommended elements, i.e., the most popular elements.
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Item-based kNN In the item-based kNN algorithm, the weight of an element e; for
an user uy is defined as:

w(ug, e;) = Z r(ug, €;) - (e, e;), (7.3)

e;EN(e;)

N(e;) is the set of n items most similar to e; and recorder by wuy, and c(e;, e;) is the
neighbor’s information weight wrt item e;.

Differently from the user-based case, using k = oo in the item-based approach does
not lead to the Most Popular set of elements. In fact, the algorithm simply takes all
items e; € E,, as neighbors of e;, making N(e;) user-dependent.

SVD The Singular Value Decomposition technique analyzed in this work makes use of
implicit feedbacks and implements the method proposed in [H3]. Specifically, given the
observations of the behavior of user u wrt item ¢, r,;, we can define the user’s preference

as:
o 1 if ru >0
Pu=0 if ry=0
where r,; is set to 1 when u records item 7, 0 otherwise.

After associating each user u with a user-factors vector z,, € R and each item 7 with
an item-factors vector y; € R/, we can predict the unobserved value by user u for item
i through the inner product: xTy;. Factors are computed by minimizing the following
function [EA]:

rgiiyElZ(pm — o)’ + A (ZIISL’uII2 + leyﬂl?)

7.3.2 Computing Neighborhood

In order to provide recommendation on the discrete elements, we have to define a sim-
ilarity function for grouping similar users/items from which choosing the appropriate
elements to recommend. The definition of the similarity is based only on implicit ratings
resulting from observing the behavior of users: if she records something, then we assume
that she is interested in it; otherwise, we can not infer anything about the interest of the
user for that element. We are therefore considering binary feedbacks.

User-to-user Let u and v be two users and FE,,, F, the sets of recorded elements asso-
ciated to them; we can choose the similarity metric to be used considering several well
known measures [[[32], defined as follows:
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: EuNE
e the Jaccard’s coefficient: S(u,v) = IEquUI;
u v
: : 2|BuNE
e the Dice’s coefficient: S(u,v) = IJlJ T‘ZF|E”||;
u v
. . By By
e the Cosine similarity: S(u,v) = Bl TE
u v

the Matching similarity: S(u,v) = |E, N E,|.

Note that the Jaccard, Dice and Cosine similarities have values in the range [0, 1] while
the Matching similarity has values in the range [0,00]. In addition, since both Jac-
card and Dice are monotonic functions, we expect a similar behavior in the computed
neighborhood, i.e., N, are the same in both cases.

Then, Yu, we can then compute the subset N, C U of neighbors of user u. A user v
such that F,NE, # () is thus defined as a neighbor of u. Starting from the neighborhood
of u, similarity with u is computed for each pair < u,v > such that v € N,.

Finally, if S(u,v) > 0, we consider u similar to v, i.e., there is an arc connecting them
in the similarity network. The value S(u,v) is used to weight such a relation, therefore
determining a similarity order among the neighborhood of w.

Item-to-item The similarity among items is based on the same measures already men-
tioned before, yet redefined as follows by considering two items e, f and their sets of users
Ue, Uy who recorded them:

_ |UenUy .
- |U5UUf‘7

e the Jaccard’s coefficient: S(e, f)

. 5 . X . 2|UeﬂUf‘ .
e the Dice’s coefficient: S(e, f) = DAL

o _ UTy;
e the Cosine similarity: S(e, f) = CAEAIE

e the Matching similarity: S(e, f) = |U. N Uy|.

Ve € E we can compute the subset N, C E of neighbors of item e. An item f such that
U.NUs # 0 is thus defined as a neighbor of e. Starting from the neighborhood of e,
similarity with e is computed for each pair < e, f > such that f € N..

We can then decide whether a couple of items is similar or not. Items e is considered
similar to f, i.e., there is an arc connecting them in the similarity network, if S(e, f) > 0.
A similarity order among the neighbors of e is thus determined.
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7.4 Experimental Results

Our evaluation is based on trying to measure how accurate is each recommendation
algorithm in predicting the elements that users would program. This is achieved by com-
puting precision and recall on the predicted items. The more accurate is this prediction,
the more valuable elements are recommended. It is important to underline that we do
not consider any feedback related to the user’s interest in the recommended items, but
we only focus on the prediction ability of the algorithms analyzed.

To start evaluating a recommendation algorithm, we fix an arbitrary time t after the
data collection started and before the data collection stopped. The value of ¢ should be
carefully chosen not to be too close to the data collection start, since we do not have
sufficient data to make good predictions. Also, the time ¢ should not be close to the end
of data collection, because we need a good amount of data to make the verification if the
algorithm was able to predict it. As the data collection started January 23rd 2008 and
ended November 19th 2009, we choose values of ¢ varying from June 1st 2008 to June
1st 2009.

7.4.1 Metrics

Given the set E of events in our framework, we define the following subsets:

e A(t) C E, active events at time t (b; > t);

e R(u,t) C E, events recorded by user u before time ¢;

o V(u,t) C A(t), events recorded by user u after time t;

e Rec(u,t) C A(t), events recommended to user u at time t.

It is important to notice that A(t) is also the set of all elements suitable for recommen-
dation at time ¢. The aim of our recommendation algorithms is to predict which events
are in V' (u,t). For that, for each user, the algorithms associate a weight w(u, s) to each
element s € A(t) which represents, from the recommender’s point of view, how much
reliable is the fact that s € V' (u,t). Furthermore, a recommendation algorithm use only
the information in

U R(u,t), with R(u,t) NV (u,t) = 0.

uelU

To recommend items to users, we use only the top n elements in Rec(u,t), ordered by
weight. This set is represented as Rec(n,u,t): it is the set of top n items recommended
to user u at time t. The precision and recall at time t are computed as the average of all
users’ precision and recall values computed using the top n recommended elements [[CZ4)].
Finally, we compute the system precision and recall at different times, and calculate the
system overall precision and recall as the average of it.
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As in [H3], also in our context precision measures are not very meaningful, because we
do not have feedbacks regarding the user’s interest in those items which have not been
considered (i.e., not programmed, nor downloaded). On the contrary, recall-oriented
measures are more suitable. Infact, we can assume that e; is of any interest for user u
only if e; € V(u,t), otherwise no assumption on user’s interests can be made. Anyway,
for sake of completeness, we also report the analysis of precision values.

7.4.2 Evaluation

As a first step in the evaluation, we attempt to define the specific upper and lower bounds
which characterize the recommendations in the PVR domain. In particular, we compare
the MostPopular recommender, which identifies the most frequent elements among all
users (Section [Z3T), with the following two algorithms: (1) a random recommender,
which simply chooses n random elements among those of A(t), defining the lower bound
to our experiment; (2) an exact predictor recommender, which has knowledge about the
elements in V(u,t), thus yielding to the best possible results and defining the upper
bound.

The results are depicted in Figure [[.2(a}, which clearly shows that, as expected, even the
MostPopular algorithm can easily outperform a random predictor. However, it is still far
from being able to make a complete prediction of all the elements, especially when the
considered top n are just few items.

The second step in our evaluation is to study how different similarity functions affect

the results of user-based kNN recommendation algorithms. We can observe from Figure
[[:2(D] that, in case of the user-based algorithm, all chosen similarities show nearly the
same performances.
On the contrary, the Matching similarity considerably outperforms the other measures
when it comes to the item-based algorithm, as displayed in Figure [[.2(c]. Again, both
Dice and Jaccard show a very similar behavior, being superior to the Cosine metric
already when more than 5 elements are recommended. In both Figures [[22(b] and [[-2(c],
the Jaccard similarity is not shown being almost identical to the Dice.

Another step in our evaluation is to find the consequences of adding second-level
neighbors in the neighborhood of user-based kNN recommendation algorithms. In Figure
7.3(a]), we can observe that increasing the number of first level neighbors (when it is lower
than k) by adding the second level ones implies a better performance of the algorithms.
In this example, we used Dice similarity and k£ = 300, however the results are similar
when applying second-level neighbors to other similarities.

In the next tests, we try to find an optimal value for k in the user-based kNN algo-
rithm. Figure shows the results of kNN user-based with & € {100, 300, 500, 700, 2000},
and the MostPopular recommender. We used Dice similarity, but the results are similar
with other similarity functions. In addition, in Figure [[.3(b], as well as in Figure [7:3(c]],
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Figure 7.2: Comparison between recommenders and similarity functions.

we omit the values of k = {500,700} since the results are very similar to the case of
k = 300.

We can observe that a value £ = 100 is not sufficient to outperform the MostPopular
algorithm, due to the lower value of the recall. On the other side, a very high number of
neighbors allows to perform better than the MostPopular. However, we could notice that,
already with £ = 2000, the algorithm starts to converge to the MostPopular, character-
ized by an unbounded number of neighbors by definition. Therefore, we can consider the
range [100,2000] as suitable to identify the optimal value for k.

For this purpose, we test the values k = {300, 500,700}, obtaining very similar perfor-
mance. Considering the top 10 recommended elements, we can achieve better results
for £ = 300, whilst £ = 500 is more suitable when taking the top 11 to 30 elements.
As in most cases 10 elements are sufficient for a recommendation, £ = 300 is a good
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compromise between the ability of providing valuable recommendations and the resource
consumption in calculating the neighborhood.

To better observe the trend of both recall and precision, Figure shows the two
values combined. Again, k = 300 performs better if we take only the top 10 recommended
elements, as it also yields to good results in terms of precision. Considering more than 10
recommendations, it would seem appropriate to increase the number of neighbors to 500,
as the results for precision and recall are slightly better. However, the overall behavior of
the algorithm is almost identical with & in the range {300, 700}. Nevertheless, the above
mentioned considerations regarding the superior performance of the kNN algorithm with
k = 300 in terms of computation requirements still apply when we take into account the
precision metric.
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An interesting comparison among the three kNN algorithms analyzed, i.e., user-based,
item-based and MostPopular, is depicted in Figure [[.4(a]. We can observe that the latter
is clearly outperformed by the other two algorithms in terms of recall, especially when
more than 7 recommended items are considered. Between the item-based and the user-
based version of the kNN, the latter performs slightly better, although the gap is mostly
noticeable when more than 15 items are recommended. In general, item-based algorithms
tend to perform better because usually the number of items is considerably lower than the
users [[73]. Such a property does not hold in our domain, hence making the user-based
version superior in terms of recall, as we initially expected.

Recall
Recall
N
S
IS

»—x User-based KNN 5% ~—— Most Popular

+—+ Item-based KNN / »—x User-based KNN
~—— Most Popular +—+ SVD

0 5 10 15 20 25 30 0 5 10 15 20 25 30
top selection top selection

(a) Recall for kNN (k = 300) wrt MostPopular (b) Recall for SVD wrt kNN (k = 300) User-
based and MostPopular

10%

Precision

5%

+—+ User-based KNN
»—x Item-based KNN
+—  Most Popular
— SVD

0% 5% 10% 15% 20% 25% 30% 35% 20%
Recall

(c) Precision vs Recall for kNN (k = 300), SVD
and MostPopular

Figure 7.4: Precision and recall for the analyzed algorithms.

A final experiment is attempted in order to measure the behavior of the SVD approach
wrt the performance of the kNN method. The implementation of the SVD algorithms
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described in Section X is tested with different parameters, with the purpose of iden-
tifying the more suitable ones in our context. In particular, we try different sizes for
user-factors and item-factors vectors, values for the A parameter and number of training
steps.

Results are depicted in Figure [[-4(b]. The best prediction is obtained with 100 features,
A =500, a = 40 and 15 training steps. However, the behavior of the latent factor model
based on SVD in the analyzed context is worse if compared to a neighborhood model such
as kKNN. As the reader can notice, the kNN user-based is able to substantially outperform
the SVD technique, whose results in terms of recall are slightly better than those of the
MostPopular algorithm only when a considerable number of items are recommended.

Similarly, results related to the precision of the recommendations (Figure [(.4(c]) show
an analogous behavior of the kNN algorithms wrt SVD, with the Most Popular being
considerably less precise than others. Also, the user-based algorithm shows to be more
precise than the item-based in determining the recommendable items, for the same reason
previously mentioned considering recall.

It could appear surprising that the prediction performance of the SVD recommender

is worse than other techniques, as this algorithm normally performs better in several other
contexts [[[74, I3, B3]. We believe that the motivations for such an unusual behavior
reside in the dataset characteristics. In particular, a reason might be identified in the so
called cold start problem, whose effects involve users, items and communities [[[73].
In our context, the cold start problem is particularly noticeable with items and is due to
the lack of relevant feedbacks when a new event first appears in the system. Such an issue
is made worse by the fact that items to recommend are generally new ones, i.e. those
events having a starting time in the future. This property holds for no-repeat events as
well as for repetive ones (the starting time is updated according to their periodicity). So,
events whose starting time has passed are no longer elegible for recommendation.

The fact that recommendations are affected by the cold start problem is one key
factor that may influence SVD performance, as this algorithm needs support of user’s
preferences to perform well. On the contrary, a neighborhood-based approach such as
kNN appears to better deal with newly introduced items, as also reported in [Bd].

7.5 Conclusion

Many services are converging towards a media sharing model, that let the user access
different media files from any device he/she owns. This brings to a growing difficulty for
a system to discriminate between different media type and content consuming trends. In
fact, we can expect that users will set up starting and ending times of live events (that
can be TV broadcasts, as well as Internet streaming events) without caring of datetimes
announced in EPGs or advertisement messages. Moreover, it can be difficult to access to
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a useful description of the consumed content, and as a consequence collaborative filtering
tools are important means for providing useful suggestions. Furthermore, users are often
unwilling to rate explicitly the content they consumed, and other kind of trivial implicit
feedbacks (e.g., the suggested item has been purchased) are not applicable to any domain.

We experimented with a real digital recording service, and, accordingly to the above
mentioned restrictions, we decided to run our analysis under the strongest assumptions:
no EPGs are available, users can set up timings as well as channels, explicit feedbacks are
not collected, and so on. In addition, the intrinsically dynamic nature of the analyzed
PVR domain, which determines a continuous process of creation and deletion of events
and a consequent amplification of the cold start problem, makes such a context sensibly
different in terms of recommendation if compared to those where items have no time
validity (i.e., netflix, movielens, etc.).

Despite these constraints, our results showed that neighborhood based strategies,
such as kNN, can return in good prediction accuracy and, if correctly tuned, they can
outperform SVD-based techniques as well as most popular strategies, that dangerously
leverage the phenomenon of many users concentrated on very few relevant events.
Finally, there is evidence that digital recorders differ from other interest based services,
because factors other than personal tastes might influence the user’s behavior and the
success of a recommendation engine. In fact, the direct social influence of friends and the
volatile nature of events are supposed to be relevant factors in causing a user to schedule
a recording.

In our opinion, a possibile future research direction could be indeed the identification
and study of those social factors which affect user’s behavior in systems characterized by
high dynamism and short lifetime of items.
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Chapter 8

Epidemic Collaborative Filtering in
Opportunistic Networks

In this Chapter, we present an epidemic collaborative filtering approach that allows a mo-
bile device to identify similar neighbors from opportunistic communications and exchange
information in a selective way. Collected information is used to incrementally refine lo-
cally calculated recommendations, without the needing of interacting with a remote server
or accessing the Internet. Using a simulated environment, we show how recommendation
accuracies experimented in the mobile domain using experimental datasets converge to
values that are comparable to the best ones of the centralized scenario; moreover, we
empirically prove how selective spreading strategies significantly reduce the cold start
problem and show performance similar to epidemic strategies.

The increasing proliferation of wireless communications in various devices (i.e., smart
phones, gaming consoles, music players, devices within a vehicle, and so on) has led to
a growing interest in Ad Hoc Networks as well as Opportunistic Networks. This interest
is also motivated by the consideration that nowadays information is available (almost)
everywhere and anyway, coming from different sources, such as television broadcasters,
radio stations, and the Web; as a consequence, users produce, consume, and share digital
resources, creating new self-feeding cycles.

As computing is becoming mobile and pervasive, devices with such wireless commu-
nication capabilities are going to be embedded in everyday objects and in the physical
environment. Not surprisingly, users are increasingly more demanding in terms of services
even when a fixed architecture is not available in the proximity [[Z8]. This is the case of
a delay-tolerant network (DTN) consisting of isolated devices and networks that can be
occasionally linked. Such communications are realized following the mobility behavior
of the entities that carry these devices. Additionally, consider the many cases when a
portable device carried by a mobile user cannot access a fixed infrastructure, e.g., in a
suburban area, in the subway, in a car. Even if a hotspot is in the proximity, it can deny
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the access because it is protected against unauthorized, undesired or free accesses.

In such a scenario, opportunistic networks [[9] have gathered much attention from
the scientific community, since they are an evolution of MANETSs where mobile nodes can
exchange information even if there is not a route connecting them. A particular emphasis
has been given to routing optimization problems, because the underlying assumption
is that a device will be willing to cooperate in the distribution of information that is
“useful” according to some definition of utility. For example, if a message has a specific
destination, the sender can opportunistically select a given device in the proximity as
relaying node, and the utility is defined as the likeliness to bring the message as closer
as possible to the destination.

Such proposals do not target the replacement of infrastructure-based solutions, or,
even, the Internet. Instead, they are meant to provide an alternative when an infras-
tructure is not available, so that discontinuously connected devices can keep working and
forwarding information. In this context, the understanding of human mobility patterns
can be used to implement new approaches to optimize data diffusion schemes. This mo-
tivated part of our planned scientific activity, that involved the study of human mobility
models, and validation of such models with real-world data collected during experimental
deployments, using the SocioPatterns framework [E4].

Opportunistic networking can be used in the sense previously described, in order to
deliver messages from point to point, but it can also be used to disseminate information
that is useful not only to a single user, but to communities of people with common
interests. The dissemination of information that fits in the preference of communities of
interest belongs to the Recommendation Systems context, and more specifically to the
Collaborative Filtering domain.

If opportunistic communications are used instead of broadcasting or random walks,
then the problem turns to understand which information should be exchanged when
a device is in the proximity. Interest-driven data diffusion schemes [EH] and selective
exchanges between “neighbors” in a similarity network [[X0], can epidemically and effi-
ciently spread ratings and preferences information. Of course, evaluation metrics must
be considered as well. For instance, [E3] introduces a network infection ratio, an util-
ity function and an efficiency estimation, measuring respectively the average fraction
of “infected” nodes per messages, the average number of interested nodes infected by a
message, and the trade-off between message delivery and resource consumption.

In order to simulate and evaluate such algorithms and protocols, we use empirical
data collected from the SocioPatterns project, augmented by data collected at the same
time by the Live Social Semantics (LSS) experiment [B], as described in Chapter B. This
experiment is focused in the integration of heterogeneous data sources, such as real-world
face-to-face contacts, on-line friendships and shared interests (both explicitly stated or
implicitly inferred from metadata). Such data is used to create different definitions of
similarities between users in the SocioPatterns experiments, and at the same time define
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the interest of each user in the information being disseminated. Based on such similarities
and interests, we propose spreading strategies that use collaborative filtering techniques
to selectively disseminate information. Such algorithms are evaluated in terms of utility
and efficiency, by measuring parameters commonly used in the collaborative filtering
domain.

To evaluate the proposed opportunistic information spreading strategies, we use an
hypothetical application for tag recommendation, with tags extracted from the given em-
pirical datasets. In fact, the dynamics of user behavior stemming from social annotation
systems follows a collective exploration of the semantic space, and this exploration un-
veils a complex network structure [E8]. By exploiting the social structure created by such
social annotation systems, it was shown that tag recommendation systems can effectively
support users of social bookmarking systems in assigning tags to their bookmarks 0.
The same approach can be used even for movie recommendation [IZ8].

In the forthcoming sections, we focus on collaborative filtering dealing with self-
organizing communities, host mobility, wireless access, and opportunistic communica-
tions. In such a domain, knowledge representation and users profiling can be hard;
remote servers can be often unreachable due to client mobility; and feedback ratings col-
lected during random connections to other users’ ad-hoc devices can be useless, because of
natural differences between human beings. Our approach is based on so called Similarity
Networks, and on a system called MobHinter, that epidemically spreads recommendations
through spontaneous similarities between users.

Main results of this study are two fold: firstly we show how to reach comparable
recommendation accuracies in the mobile domain as well as in the centralized scenario;
secondly, we propose epidemic collaborative strategies that can reduce rapidly and re-
alistically the cold start problem just by exchanging information filtered accordingly to
user preferences.

8.1 Related Work

One common characteristic of the recommender systems described in Chapter B is the
use of a centralized architecture in which the information about items and ratings is
stored in a central database that has complete knowledge of the domain. In the last
years, the wide adoption of fully decentralized platforms such as peer-to-peer content
distribution systems or the availability of mobile devices with innovative multimedia
features and adequate quality of service have completely subverted these preconditions.
In fact, a mobile scenario is characterized by the lack of a complete knowledge of the
application domain or user’s profiles, along with the absence of a central repository
in which ratings are stored and from which they are retrieved. However, to authors
knowledge, there has been few experience in designing collaborative filtering systems in
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distributed environments such as mobile ad-hoc networks.

A first attempt to deal with a decentralized environment is proposed in [I[89] where
products and services are suggested in a marketplace populated by mobile customers.
In the environment assistant agents act as peers serving the mobile customers. When
a neighbor is looking for suggestions it broadcasts a query containing a vector with its
votes on products and recommendations. When a peer receives the voting vector it
calculates the proximity with the cached previous messages: if the proximity is higher
than a threshold, then the peer send back the cached voting vector. If the proximity
measure is lower, the query voting vector is broadcasted further to other peers.

The effectiveness of fully decentralized collaborative filtering techniques has been of
particular interest for the opportunistic networking community. For example, in [22],
RFID devices are used as passive storing devices to aggregate information about the vis-
iting patterns of users, and no transmission is done between RFID tags or between users.
In this work, the performance of the decentralized approach is evaluated by comparing
with centralized strategies.

Protocols used for interest dissemination in wireless sensor networks are discussed in
[C33]. This approach propagates data through broadcast communication by estimating
the number of neighbors, and packets are routed towards a sink node by exploiting hop
count topologies. Algorithms for interest dissemination are used in this approach, and
data propagation involves one-to-all communication which is initiated and governed by
the sink. In fact, they observe that simply broadcasting data may be expensive, and
node connectivity is not ensured at all times, so a probabilistic approach is integrated
with the forward data dissemination scheme.

Solutions using fully decentralized opportunistic approaches are also available for rec-
ommending new contacts to mobile phone users [[]. This approach does not assume any
centralized coordination, and it does not take advantage of physical presence detection
to eventually exchange information. Instead of using physical proximity to transfer data,
they propose an approach that opportunistically uses residual space in Short Message
Service (SMS) messages occasionally exchanged between users. This solution collects
and processes information that is available in the mobile phones and that is exchanged
transparently and opportunistically, preserving user’s privacy.

The idea of exploiting information regarding social ties between network nodes was
also explored in [I37]. They validate the intuition that people with common interests
tend to meet more frequently, and that our movements are guided by our interests, by
analyzing the experimental traces collected during the Infocom 2006 conference. They
found that the correlation of meeting frequency and similarity of interest profiles is con-
siderably high when focusing on longer meetings. These results support the conclusion
that this intuition can be used as the basic mechanism of social-aware, stateless forward-
ing protocols, as well as opportunistic information spreading.
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Finally the work of Splinder et al. [B2] deals specifically with collaborative mobile
ad-hoc networks. They introduce the notion of shared social context in order to help their
distributed collaborative filtering system to establish similarity relationship between co-
present users. The assumption behind their proposal is that if two users attend the
same event, as arts festival events, it is likely that they have similar interests. Thus,
without computing prior similarity, predictions are based on the set of users sharing at
least one item, that is an event/location they have consumed during the same period
of time. However this approach does not work in context where users are copresent by
chance, such as on the subway, or on the bus, etc. and they are not supposed to share
similar interests. What our proposal shares with the work of Splinder et al. [BZ] is the
notion of collaborative filtering protocol for mobile environments. According to them,
the protocol must respect the following requirements: (1) computation and storage must
work in decentralised settings, therefore (2) local computation must be kept simple and
the required data small, (3) the protocol must rely on ad-hoc peer-to-peer connections
only and must be delay tolerant, (4) data exchange has to be short and to consume little
bandwidth, (5) user interaction should be minimal.

8.2 Similarity Networks

In order to model our domain in a more formal way, we have a set of users U =
{uy,us,...,u,}, and a set of objects S = {s1,s2,...,5} (e.g., pictures, videos, songs,
favorite restaurants, ...). In many domains, we may assume that a preference func-
tion is defined: pref : U x § — P, where P can be a set of allowed rating values
(e.g., R = {1,...,5}), or simply {0, 1} if binary ratings are considered. We assume a
bijection between users and nodes in the system, hence the user u; denotes both the
i-th node and the i-th user. We define P(S) as the power set of S, i.e. the set of all
subsets of S. The function f : U — P(S) maps users to objects of the entire collec-
tion (i.e., U, f(u;) = S). In other words, f(u;) is the set of items user u; is related
to; for instance, in a social annotation system f(u;) is the set of tags used by wu;, as
well as for a video streaming service f(u;) is the set of channels or podcasts u; is sub-
scribed to. In the peculiar domain that we investigate in our work, an object is mapped
to a user iff such a user expressed, in any way, a preference to the given object; i.e.,
Vu; € U ANVsi € S : rate(u;, sg) is defined <= s;, € f(u;).

To take advantage of the power of social relationships, we need to evaluate the
simalarity among users. For this purpose, we first introduce the similarity function
sim : U? — [0, 1], that returns a similarity value for any pair of users.

This function is subject to the following properties:

1. sim(u;, u;) must be computable using information that u; and u; can exchange each
other without interacting with a third party;
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2. sim(u;,u;) = 1;

3. sim(u;,u;) = 0 means that, due to their knowledge of each other, u; and u; have
nothing in common;

4. if sim(u;, u;) > sim(u;, ug) then u; is more similar to u; than to ug. This does not
imply, in general, any relationships between u; and w.

Similarities can be estimated taking into account many parameters: resources in
common, similar behaviors, comparable ratings assigned to items, and so on.

Now we introduce the idea of “Similarity Network” that is represented by a graph
G? = (U, E) such as:
e;j € E < sim(u;,u;) > 0. (8.1)

In the remaining of the section, we will discuss how similarity graphs can be exploited
for selective spreading of information for recommendation systems in the mobility do-
main.

8.3 Collaborative Filtering via Opportunistic Com-
munications

The mobility scenario has its own peculiar issues. Even if we can assume an “omniscient”
server that stores and maintains all the knowledge provided for in our community, we
need to grant a high level of autonomy to each host. In fact, in order to make our
approach as much general as possible, we allow the user to walk around, and to meet
other users following different mobility patterns. Only devices in the proximity can
exchange information, and by using empirical datasets, this approach provides a natural
filtering based on the social contexts, even if we are not assuming anything about the
reasons why they are there in that moment, in contrast with other authors (e.g., [E2]).

By allowing only short-range opportunistic communication, we fix a lower bound
for cases when the mobile devices are unable to connect to the remote server (e.g., it
cannot access the broadband Internet), as well as cases when the user has a device with
short-range wireless facilities to connect ad-hoc to other mobile devices in the proximity.

When a device is able to connect to the Internet, the user can access the rest of the
community, and publish his/her own data, profile and preferences. Searches and lookups
can be managed by a central directory service, or in a peer-to-peer style (e.g., by flooding
or by means of a DHT based overlay network). If each node u accesses the status of its
similarity network’s neighbors, then it can calculate the predicted preference over an
object s using one of the many user-based collaborative filtering algorithms known in the
literature.
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Given a similarity graph GY, let N(u) be the set of neighbors of u. This means that
if v is a neighbor of u, then they are similar according the chosen similarity function.
Furthermore, node u may store all neighbors’ referred items and ratings. Hence, if we
define the list of preferences of u as a set of pairs (S;q4, pus), where s;4 is s’s object identifier
and p,, is u’s preference for s, then the user can keep the following information:

Fpu = {¥s € f(u) : (510, Pus))} (8.2)

In this scenario we can say that the state of node wu is very limited, because many data can
be retrieved run-time contacting on-line neighbors. Therefore, u needs to keep references
to its neighbors N(u), and their corresponding lists of preferences F'p,.

In our experiments, in order to generate a set of recommended items to user u, we used
a slightly modified version of the well known user based k-nearest neighbor algorithm
[C73] to calculate the weight w of an object s:

w(u,s) = Z pref(v, s) - sim(u, v) (8.3)

vEN (u)

where sim(u,v) is the similarity between users u and v, N(u) is the set of top k users
most similar to u and pref(v, s) is v’s preference for item s.

Of course other approaches can be used to improve recommendation accuracy, but
this is out of the scope of this work, since MobHinter is just an epidemic approach that
can be applied even when only ad-hoc communications are available during a relatively
big period of time.

Without opportunistic information exchanging, if mobile devices cannot access the
Internet and they cannot contact directly their neighbors in the similarity network, then
the recommendation simply cannot be calculated. Our hypothesis is that each node u
can start with an empty set of neighbors, i.e., N(u) = (). We suppose that for each
neighbor v € N(u), the node stores also its list of ratings Fp,. Moreover, u maintains a
list of known hosts Kn,, which is a cache of nodes encountered during u’s walks. Again,
for each node v € Kn,, list F'p, is stored as well.

When a device u finds another device v in the proximity, a handshake phase is started:
u and v can exchange their identities, their preferences lists F'p, and F'p,, their neighbors
lists N(u) and N(v), or their known hosts lists Kn,, and Kn,. Then, both ad-hoc nodes
can calculate their similarity in autonomy.

We assume that user u knows its similarity value with each neighbor v € N(u). If
it is not stored, it can be calculated in time. Each time u receives information about
a previously unknown user v, his neighbors lists N(u) can be updated. If |N(u)| < k
(where k is the maximum number of neighbors), then v is added to N(u). Otherwise,
if |[N(u)| = k, then we must find the user € N(u) with the lowest similarity and, if
sim(u,v) > sim(u, x), then we remove x from N(u) and add v on his place.
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Trivially, we can foresee an approximately long cold start phase. Nevertheless, Mob-
Hinter exploits social networking style Word-of-Mouth strategies in order to opportunis-
tically spread neighborhood information across the proximity network. In fact, if node u
is not a neighbor of v, it can happen that a similarity is found with one of his/her neigh-
bors in N(v), or with one of known nodes in cache Kn,. It is important to observe that,
after the first ad-hoc interaction, few or no other ad-hoc interactions are needed. This is
very important because a node can be out of sight in a few seconds after handshake. All
the similarities and recommendations are calculated in autonomy with the available data.
In the following, we list three different spreading strategies. For improving readability,
only actions at u side are described, because v behaves symmetrically.

KNOWN u receive from v only their identity Fp,. Additionally, sim(u,v) is calculated
and N (u) is updated accordingly to the value found for the similarity.

NEIGH u receive from v their identity F'p, and neighbors list N (v). Of course, sim(u, v)
is calculated and N (u) is updated accordingly to the value found for the similarity;
moreover, Yz € N(v), sim(u, z) is calculated, and N(u) is updated accordingly.
This is possible because we assumed that each node keeps each neighbor’s ratings
Fp..

EPI u receive from v their identity F'r, and known hosts list Kn,. It updates its Kn,,
with all users found in Kn,: Kn, = Kn,UKn,. Additionally, u looks for neighbors
in Kn,. When a new neighbor z is found, Kn,, is updated. It is possible to evaluate

similarities because we assumed that each node keeps each known host’s ratings
Fp,.

The Epidemic spreading strategy (EPI standing for epidemic) is the most aggressive
spreading approach. It floods all information found to all contacted users, meaning that
the list K'n, can grow quickly and indefinitely. KNOWN is the least aggressive spreading
approach, as no information is stored in Kn,. However, in the KNOWN approach, the
information is disseminated indiscriminately. The NEIGH exchange strategy uses selec-
tive data dissemination. Exchanged data is limited to N(u), and the stored information
is limited to the size of N (u).

Recommendations are calculated again after each meeting using Equation B33, consid-
ering all the neighbors in N (u) and their preferences. The three strategies are increasingly
more expensive in terms of bandwidth consumption, state storage, and computational
resources usage. We want to find if selective dissemination strategies are scalable in terms
of the number of iterations, and if cold start mitigation worths the overhead. Such a sim-
ulative evaluation is provided in the next section, while a discussion on other practical
issues is given in Section E&.
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8.4 Experimental Analysis

In order to simulate and analyze the opportunistic recommendation strategies, we will
assume a hypothetical application for tag recommendation. The main goal of this ap-
plication is to recommend a set of tags not yet associated to a user, based on the tags
already associated to that user. To simulate this application, we first need a set of asso-
ciations (user,tag), that from now on is called Tag Cloud. Henceforth we will describe
how the tag cloud was extracted from the available datasets to simulate our hypothetical
application over the contact traces.

We will use the contact trace gathered using the SocioPatterns platform during two
different experiments: the Hypertext 2009 Conference and the ESWC Conference. As
we already mentioned in the description of the datasets in Chapter B, the participants of
these conferences are associated with metadata. We only use the part of the metadata
that associates the name of the participant with the badge identifier worn by him. So, we
first extract from the datasets the (id, name) associations, where id is the identifier of the
badge, and name is the name of participant who worn the badge during the conference.

Having the name of each participant associated with the RFID badges, we create the
tag cloud by extracting data from a public bibliography database, associated with each
participant. The DBLP (Digital Bibliography and Library Project) [[Z8] is a computer
science bibliography website hosted at Universitat Trier, in Germany. We found that
most of the participants in the experiments have associated bibliography in DBLP. We
select the publications associated with each participant, and from this list we extract the
set of words from the publications’ titles.

At this point, we have a set of words associated with each participant. This set of
words contains also lots of non important words, like articles and prepositions. In order
to remove the most common and non important words, we create a list of stop words, that
contains the list of approximately 6 hundred most common words in English - among
them articles, prepositions and pronouns. We filter out these words from the set of words
associated with the participants.

The resulting set is, at this point, a good source for creating the Tag Cloud. There
is still one problem to solve: the different word inflections. For example, one of the
most used words is ‘ontology’, with more than 30 appearances; but the word ‘ontologies’
is also used a lot, and it contributes to the same idea of ‘ontology’. So, we apply a
lemmatization process, by grouping together the different inflected forms of a word so
they can be analyzed as a single item. The stemming expression is also used in this
context; it is the process for reducing inflected words to their stem. In order to achieve
this, we used the Wordnet lemmatizer, a lemmatizer implementation from the Natural
Language Toolkit [Z2] that uses WordNet’s morphy function [[39].

The resulting list of lemmatized words is used to construct the Tag Cloud. Using the
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Figure 8.1: The ESWC 2009 tag cloud

HT2009 conference dataset, 799 tags were extracted from 57 users with valid metadata
at DBLP. Using the ESWC conference dataset, 1285 tags were extracted from 94 users
with valid metadata at DBLP. The most representative tags in the ESWC conference
are shown in figure Bdl, where the word size is proportional to the number of times it
appears in the extracted tag cloud. The tag cloud for the HT2009 conference is shown in
figure B2. The final tag cloud is a set of tuples (user, tag) with all associations between
users and tags. The tag cloud layout was produced using the online application Wordle
(http://www.wordle.net/]) [[UG].

Figure B33 shows that, as it has been observed in other tagging datasets, the extracted
tag clouds have power law distribution of the number of users associated with each tag.
The extracted dataset shows the same regularities that chan be observed in most datasets
generated by written text [B], and the power law distribution of word frequencies is one
of these regularities.

Our hypothetical application will recommend a set of tags based on the user’s asso-
ciated tags. We can define different recommendation strategies to be evaluated. For ex-
ample, a naive strategy is accomplished by recommending tags that are popular amongst
all users, given that the recommended tags are not yet associated with the user. A more
complex strategy that uses collaborative filtering will get the k users most similar to
the given user and create a recommendation list based on data gathered from these k
neighbors, as defined in Equation E33.
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Figure 8.2: The Hypertext 2009 conference tag cloud
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Most probably, the best results that could be acquired for a given recommendation
strategy is reached when the system has complete knowledge about all objects, users and
user’s tags. We don’t have users explicitly rating tags, so we will use an implicit binary
rating: 1 if the tag is associated with the user, 0 otherwise. Devices using our application
moves into a disconnected environment, where epidemic dissemination of information is
critical before accurate recommendation of tags can be triggered to the user. This process
is simulated through a set of iterations that use experimental data to mimic meetings
between users.

The evaluation is made of two phases:

1. Run the adopted recommender strategies in a simulated fully connected scenario,
in order to produce a reference model and to find optimal recommendation results;

2. Run the same recommendation strategies in a fully disconnected environment where
only ad-hoc meetings and opportunistic message exchanging are allowed.

Aims of this evaluation is three-fold: (1) to estimate the average simulation time
before converging to optimal values, accordingly to the different message exchanging
strategies described in the previous section; (2) to estimate overhead w.r.t. the capacity
of a modern mobile device; and (3) to analyze the scalability of the approach.

8.4.1 Evaluation Methodology

In order to evaluate the accuracy of the recommendation strategies, we exploit two well
known accuracy metrics: Precision and Recall. We chose to not use the Mean Absolute
Error (MAE) and the Root Mean Square Error (RMSE) because these metrics are nor-
mally used to measure the accuracy of predicted user ratings, and do not really measure
top-N performance [B3].

To make an evaluation that includes all the data set, we used the k-fold cross-
validation, with k = 10. In this evaluation, the ratings set is partitioned in 10 samples.
Of the 10 samples, a single sample is retained as the testing set, and the remaining 9
samples are used as training set. This validation is repeated 10 times, ensuring that all
ratings are used for testing. The results are then averaged to produce a single estimation.

Our evaluation is based on measuring, in each simulation step, how accurate is each
recommendation strategy in predicting the tags associated to users in the test set. We
use as training set only information that is available to the users after contacting other
users in each step. The accuracy evaluation is achieved by computing precision and recall
on the test set. The more accurate is the recommender on predicting the tags in the test
set, the more valuable is the set of recommended tags. It is important to underline that
we do not consider any feedback related to the user’s interest in the recommended tags,
but we only focus on the prediction ability of the strategies analyzed.
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8.4.2 Results in the Reference Scenario

In the reference scenario, we evaluated the precision and recall of tags for the entire
dataset, with the assumption that all nodes could find its complete set of neighbors and
run the tag recommendation using different approaches.

Our goal in this step is to compare the results of a collaborative filtering approach with
other naive approaches using all dataset. As we focus on the k-Nearest Neighbors (kNN)
collaborative filtering approach, we must first search for the optimal parameters for the
ENN. The parameters to optimize are the number of neighbors (k) and the similarity
function.

Figure shows the performance results for different values of k£ in the ESWC
dataset. The number of neighbors is an important parameter of the algorithm, as it
impacts in the processing time to calculate the list of recommended tags, and in the
required space to store information about other users. It shows that £ = 10, £ = 20 and
k = 30 have similar performances, with better results going to £ = 20. k£ = 30 shows
similar results to & = 20, but from now on we choose k = 20 in the following simulations
as it is a good tradeoff between performance and processing load: it results in acceptable
performance with a limited number of neighbors.
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Figure 8.4: Comparing the F-measure performance for (a) different number of neighbors
and (b) different similiarity functions in the ESWC dataset.

Figure shows the performance of the kNN approach using £ = 20 but with
different similarity functions to calculate user similarity. As the best results were obtained
using the Jaccard similarity, from now on we will use this similarity in all cases.

Figure shows the performance results for different values of k£ using the HT2009
dataset. Differently from the ESWC dataset, it shows that £k = 5, £ = 10 and k£ = 20
have similar performances, with better results going to &k = 10. Figure shows the
performance of the kNN approach using £ = 10 but with different similarity functions to

117



CHAPTER 8. Epidemic Collaborative Filtering in Opportunistic Networks

0.13 . . . . 0.13 . . . .
X X KNN, k=10 . e : o KNN, Jaccard
012+~ 8K¢ -+ A 2o o KNN, k=20(] 012 wete e co |+ + KNN, Matching]|
: : |+ + KN, k=5 R Ix x knn, pi
011 |- erqglaon T - e k=5 |} 011*"*""1""%: """"" : . Dice
Y] *+oo 4—?»°°°o><><: : : ClJo]_ok,,(,),,,,,,: ,,,,,,,,, ?‘Xg ,,,,,, P S ]
S0-10*';""P'ﬂﬂiﬁx&&"~3~~~~~% """""" 5 7k : e Y 3
u . by B . 0 0.09F B SR LR R =
© .09 VX ,,,,,,,,,, :,,f*’ﬂ’rt@g - © +++F : HH+++"H»++ %% :
g ° : : e L 0.08 K- e ey PR ST .
€ 0.08 i S PSS et B : e
w ¥ : : : +++++§+XXM < W 0.07 - ereemeymeeeeees AR pet Hﬂ#ﬂ#"
o] S eyt BE ° N N N N ++,
0071 : : : S 0.06 pXF oo i o RS R E
06 fE | PR N T A
0.05 * * * * 0.04 * * * *
0 10 20 30 40 50 0 10 20 30 40 50
Top n Top n
(a) Comparing the number of neighbors (b) Comparing different similarity functions

Figure 8.5: Comparing the F-measure performance for (a) different number of neighbors
and (b) different similiarity functions in the HT2009 dataset.

calculate user similarity. As the best results were obtained using the Jaccard similarity,
from now on we will also use this similarity in all HT2009 cases.

At this point, we individuated the best parameters for the kNN in a reference scenario,
where all users have complete knowledge about other users. We will use the Jaccard
similarity to calculate user similarity. The optimal value for the number of neighbors
is different in the two datasets: for the ESWC dataset we will use £ = 20 and for the
HT2009 dataset we will use k = 10.

The next step is to compare the kNN approach with other approaches. The first
approach to compare is a naive approach, where the system recommends tags that are
popular amongst all users, given that the recommended tags are not yet associated with
the user. This corresponds to the Most Popular approach, as referred in Figures BEQ
and B70. The other approach is similar to the k-nearest neighbors collaborative filtering
algorithm, but it takes k random users to create the user neighborhood. The evaluation
of this approach is important to show that the selection of similar users as neighbors is
important for a good recommendation performance, and just collecting information from
randomly chosen nodes is not sufficient for a good performance.

Figure B@ and B™ compares the precision and recall values using all three different
approaches, using both datasets. It is important to note that choosing random neighbors
produce a bad performance comparing to the original kNN approach, and it shows the
importance of choosing similar users to recommend tags. It also shows that the Most
Popular strategy does not have a performance similar to kNN, even in a reference scenario
where all users know everything about other users. These results reinforce the idea that
using a collaborative filtering algorithm is important to reach a good recommendation. In
this figure we show also the F-measure, because it considers both precision and recall to
compute the score, and better shows the performance difference between each approach.
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Figure 8.6: Comparing the performance of three different recommendation strategies:
k-Nearest Neighbors (KNN), Most Popular and Random Neighbors. The dataset used
for this comparison was extracted from the ESWC Conference.

8.4.3 Simulation of Ad-Hoc Scenario

In the previous section we individuated the parameters used to arrive to the best rec-
ommendation performance in the reference scenario for a given user-based neighbor rec-
ommender system. In the following, we will present a simulative framework in order to
model the dynamics of a population of mobile devices that interact each others through
ad-hoc meetings. In this way, they share their local knowledge for producing personalized
advices.

We assume that each device starts without any a priori knowledge about the domain
or the population of users. Afterward, it starts a discovery phase during which the device
explores the world looking for new nodes. During this exploratory phase we suppose that
it does not have access to the Internet or to any other remote server. Its only knowledge
comes from its contacts with other devices. The device is able to exchange data only
through ad-hoc and opportunistic communications.
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Figure 8.7: Comparing the performance of three different recommendation strategies:
k-Nearest Neighbors (kNN), Most Popular and Random Neighbors. The dataset used
for this comparison was extracted from the Hypertext 2009 Conference.

The simulation is composed by a sequence of iterative steps that model the contacts
between users. The contacts are generated by the experimental contact traces collected
in the Hypertext 2009 Conference and in the ESWC Conference, as described in Chapter
2.

The state of a user u;, i.e., the amount of data the user has to store, is composed by
two sets: (1) the set of tags associated with that user and the set of neighbors U;. Of
course, we have that U; = () at the beginning of the simulation. When users u; and u;
meet each other, they can run one the three selected strategies: KNOWN, PREF and
EPI

In our simulation, we performed a certain number of iterative steps and, at each
iteration, we computed for all KNOWN, PREF and EPI strategies the precision and
recall accuracy metrics, under the evaluation framework discussed in Section BEZ. In
all the simulations, we used the Jaccard similarity to calculate user similarity.
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Figure 8.8: Evolution of F-Measure estimation over time in the Ad-Hoc scenario com-
pared with F-Measure estimation in the reference scenario for top 10 recommended items.
The gray line histogram shows the number of contacts in each hour. The dataset used for
this comparison was extracted from the Hypertext 2009 Conference and from the ESWC

Conference.

First of all, we make a parallel with the evolution of the recommendation performance
and the the contact histogram. Figure shows the evolution in the f-measure value
for the KNOWN, PREF and EPI strategies. In the same graph we plot the the contact
histogram. In this figure it is possible to see that the f-measure value boost its value when
there are more contacts. As it turns out, the influence of contact density and burstiness is
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high in both datasets; there are short intervals of fast increasing in the recommendation
performance, and long intervals in which the measured performance is maintained.

It is possible to visualize the ongoing performance of the exchanging strategies from
another perspective, by measuring the performance in function of the number of con-
tacts. By focusing in the number of contacts which occurred in order to obtain a given
recommendation performance, we are in fact changing the clock used to observe it. This
changing of perspective is done in a similar way in Chapter B, in order to observe the
delivery time of messages. Consequently, we remove from the observation the intervals
in which there are no contacts between users, since the recommendation performance
cannot increase during these intervals. At the same time, peaks in which lots of contacts
happen in a short period are flattened, allowing to observe what happens during these
peaks in more detail.
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Figure 8.9: Evolution of F-Measure estimation in the Ad-Hoc scenario for three different
approaches of data spreadin: EPI, NEIGH and KNOWN. The approaches are compared
with F-Measure estimation in the reference scenario for top 10 recommended items. The
number of contacts is used as the observation clock. The dataset used for this comparison
was extracted from the Hypertext 2009 Conference and from the ESWC Conference.

In Figure B9, the number of contacts is used as observation clock. This visualization
is interesting as it shows out the number of contacts that should happen in order to reach
a given level of dissemination. It can also be interpreted as the real energy spent by the
nodes in order to reach the given recommendation performance. Both figures show a
consistent better performance for both EPI and NEIGH approaches, compared to the
KNOWN approach.

As it turns out, the influence of bursts are relatively mitigated in the evaluation
when using the number of contacts as observation clock. In fact, Figures B.9(a]] and
B.9(b) show a smoother evolution in the recommendation performance. Intuitively, we
can note that the recommendation performance is not a function of time, but it is a
function of the number of contacts between users. As the number of contacts increases
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8.4. Experimental Analysis

in time, the recommendation performance also increases, but the real mechanism that
boosts the recommendation performance is the number of contacts. Therefore, following
this intuitive conclusion, in the next visualizations we will represent the recommendation
performance in function of the number of contacts.

The process of neighbors discovery is shown in Figure B10, again by using the number
of contacts as the observation clock. At each step, we computed the average number of
users stored by each user, i.e., avg(|N(u) U Kn,|). While the required storage space
grows slowly using the KNOWN strategy, the content of N(u) is also slowly populated.
Using the EPT strategy the content of N(u) is quickly populated, but the required storage
space grows quickly and is limited only by the number of users in the dataset. Using
the NEIGH strategy, in contrast to the others, limits the storage space to the number of
neighbors in N(u) and allows quick population of N (u).

100

X X KNOWN
O O NEIGH
80M+ + EpI

Users cache

0 5
0 500 1000 1500 2000 2500 3000 3500 4000
Contacts

Figure 8.10: Evolution of the number of users in the cache in the Ad-Hoc scenario
for three different approaches of data spreading: Epidemic spreading (EPI), Selective
dissemination (NEIGH) and Unselective dissemination (KNOWN).

Very interestingly, even if there is a little difference between the recommendation
performance of FPI and NEIGH strategies, this is not comparable to the difference ob-
served between NEIGH and KNOWN strategies. Our interpretation is that, as observed
in many social networking analysis, “the neighbors of my neighbors are likely to be my
neighbors”. Hence, epidemic distribution of ratings is greatly enhanced if information
are spread through similarity links. Conversely, known users that are not recognized
as neighbors, have limited probability to be neighbors of my neighbors, especially in a
sparse dataset like the extracted tag cloud. Nevertheless, if users exchange and store
all information in an epidemic approach, trust busters and missed opportunities can be
reduced by fewer steps.
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8.4.4 Overhead and Scalability considerations

Considering a simulative scenario using the HT2009 dataset, Figure B9 show also how
many ad-hoc communications are needed before predicting approximately accurate rec-
ommendations. Hence, in order to understand if the overhead is viable with modern
mobile devices in terms of their available capacity and to evaluate scalability of the sys-
tem, we need to estimate step by step the average device’s status in terms of memory
occupancy. Focusing again on the HT2009 dataset, we can define |u;|, |sy| as, respec-
tively, the size in bit of a user’s identifier and an object identifier. Binary preferences
are given by the presence or absence of the couple (u;, sx) in the preferences list. Let’s
initially suppose that both user and object identifiers have a size of 32 bits.

The status of a MobHinter node u; is made of the following elements: F'r;, U;, and
Kn;. The neighbors list and known hosts cache grows differently accordingly to the
adopted strategy. It is important to recall that for each node u; in U(i) or in Kn;, we
need to store the node’s identifier (i.e., |u;| bit), and ratings list F'r; (i.e., V(sk,rjx) € Frj,
the device consumes |si| - [rate(u;, si)|). Considering an average of 20 preferences per
user, each user in the cache consumes approximately 80 bytes of space. Focusing on the
iterative steps where the recommendation performance converges to the values obtained
in the reference scenario, for each different strategies, we have an average status for device
as in Table ETI.

Number of contacts | KNOWN | NEIGH | EPI
2500 1200 1600 4320

Table 8.1: Status overhead behaviors (in bytes)

Of course, KNOWN is the less expensive in terms of memory consumption, but
the reader should observe that when the recommendation performance converges to the
values obtained in the reference scenario, the average status of MobHinter node behaving
accordingly to EPI is about 4.3 KB, which is only limited by the number of users in the
experiment. If we consider a dataset with thousands of users, the required space grows
quickly to hundreds of KB, and to exchange this amount of data at each encounter starts
to be problematic. Using the KNOWN approach, the required space grows slowly but
also indefinitely. The only approach that is guaranteed to be scalable is the NEIGH
approach, which limits the cache to the number of users in the neighborhood.

8.4.5 Impact of correlation between user similarity and contact
frequency

It is well known that people with common interests tend to meet more frequently. Analysis
of experimental traces collected during the Infocom 2006 conference showed that the
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correlation of meeting frequency and similarity of interest profiles is considerably high
when focusing on longer meetings [[34]. Therefore, the statistical correlation between
user similarity and contact frequency could in great part justify the advantage of the
NEIGH strategy over the other dissemination strategies.

But in what extent this characteristic of human behavior impacts in the selective
spreading of information? In this section, we try to measure this extent by shuffling the
users’ metadata. Each user in the proximity network will be associated with metadata
randomly chosen among the other users. To achieve this, we start by creating a shuffled
list of user metadata. For each user, instead of using its associated metadata, we use the
metadata from the shuffled list.

By decoupling the user from its metadata, each user’s most frequent contacts will
happen with random users with independent interests. In Figure B0 we compare the
results of information spreading in the original dataset, where people with common in-
terests tend to meet more frequently, with the shuffled dataset, where the contacts are
independent of user’s interest. In this experiment, the information spreading is done in
a selective way, by using the NEIGH strategy of data exchange, as explained in Section
E3.
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Figure 8.11: Evolution of F-Measure estimation in the Ad-Hoc scenario using the NEIGH
approach, by associating user’s metadata with the original metadata and with shuffled
metadata. The approaches are compared with F-Measure estimation in the reference
scenario for top 10 recommended items. The number of contacts is used as the observation
clock. The dataset used for this comparison was extracted from the Hypertext 2009
Conference.

The results show that the statistical correlation between user similarity and contact
frequency has a great impact in the recommendation performance, and by using a dataset
with randomly associated metadata the performance decreases significantly. By showing
these results, we also want to emphasize the importance of collecting user’s metadata
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when collecting user traces, in order to achieve more realistic simulations and more
reliable results.

8.4.6 Comparison with synthetic contact traces

This simulation part is composed by the same sequence of iterative steps used in previ-
ous sections to model the contacts between users. The contacts are generated by three
different contact traces. The first contact trace is the SocioPatterns dataset generated
during the Hypertext 2009 conference. The second contact trace is generated by a mo-
bility model, more specifically the Random Waypoint model, as described in Chapter B.
The third contact trace is generated by a simple model where, at each step, a contact
between two randomly chosen users is produced.
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Figure 8.12: Evolution of F-Measure estimation in the Ad-Hoc scenario using the NEIGH
approach. The approaches are compared with F-Measure estimation in the reference sce-
nario for top 10 recommended items. The number of contacts is used as the observation
clock. There are three different datasets used for this comparison: HT2009 is the ex-
perimental dataset collected in the Hypertext 2009 Conference; the other two datasets
are synthetic datasets, based in the Random Waypoint model (RWP) and in a random
contact sequence (RANDOM).

Figure B2 shows the difference in the recommendation performance when using the
experimental dataset and when using synthetic datasets. The results show that synthetic
datasets can produce unrealistic results when compared with experimental datasets, with
the recommendation performance converging to the reference scenario.
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8.5. Discussion

8.5 Discussion

In the previous sections we proved that MobHinter converges to optimal recommendation
predictions even if only random Ad-Hoc meetings are considered. MobHinter’s field of
applicability is very wide, and it includes movie selection, tourist attraction suggestion,
personalized restaurant advices, and so on. Real world applications have pros and cons
that go beyond simulative frameworks, and that cannot be realistically considered in a
simplified model. In the following, we state some of the most relevant issues that may
arise.

Synchronization: Even if we proved the practicality of our approach in a very extreme
domain where nodes meet each other only using Ad-Hoc connections, we can realistically
consider the existence of a remote service that can be accessed when Internet is available.
During synchronization with such a service, a node can merge information collected
during the ad-hoc phase with new information related to geographically remote users.
When online, the device is able to refine the personalized predictions previously obtained,
for example, accessing to content-based data repositories, downloading more specific
information about items and users, recalculating affinities according to more accurate
data.

Privacy and profile control: A MobHinter node has complete control over its user’s
profile and over recommendation calculations and predictions. In fact, every device
collects all the information it needs for estimating ratings for unknown objects, and it
has to exchange such information with other nodes. This greatly protects user’s privacy,
because even during a synchronization with a remote service, it has to pull all the data
needed for calculation, by means of a (decentralized) directory system, e.g., for example,
an user can query the system looking for potential neighbors that matches his preferences
according a given similarity. This can be executed, for example, by flooding the searches,
or using a Distributed Hash Table overlay network that allows structured and scalable
Peer-to-Peer systems. During this process, the user can mask himself behind a presented
identity with no relationships with the real entity. The identity is characterized in terms
of a set of preferences, and she/he can decide which information to be publicly available.

Pseudonyms - many identities-one entity problem: The reader can question if
a massive usage of pseudonyms can add noise to the recommendation system. Even if
this problem must be carefully analyzed before estimating the real degree of its potential
impact, we can adopt a straightforward solution for filtering out redundant identities.
Because Equation B3 is not significantly affected by popularity factors, a device can
simply discard neighbors and/or known hosts with identical ratings lists, assuming that
this is an evidence of a replicated identity.
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Chapter 9

Conclusions and Future Work

The widespread adoption of rich data driven services and powerful mobile devices cre-
ate an unprecedented potential for innovative and popular mobile applications, through
which users can communicate with each other by means of a broader and broader set of
wireless network interfaces. Such devices provide new and promising means of collecting
proximity data in order to understand the dynamics of human interactions. We started
by studying synthetic and empirical user mobility datasets, widely used to model and
simulate dynamics of information exchange in mobility networks. We also presented the
SocioPatterns platform, an active RFID-based experimental framework used to collect
empirical data of human proximity.

We presented some scientific tools used to model, analyze and characterize mobility
data. We showed how human proximity data can be conveniently modeled as dynamical
networks and how most of the concepts used in the analysis of static complex networks,
which were later extended to the domain of dynamical networks, can be used to char-
acterize this data. We also presented some tools focused on analysis and visualization,
some of them developed in the scope of this work, and used as instruments to understand
the dynamics behind such data.

We studied the data diffusion process in a real-world dynamic networks of human
proximity and we analyzed the topological and temporal dynamics of the networks,
focusing on the interactions between participants in large-scale social gatherings. We
highlighted the temporal heterogeneity that arises from a number of social activities.

To investigate the general properties of information propagation, we focused on a
simple flooding routing protocol that allows us to expose the interplay between network
topology and the bursty nature of human activity. We showed that the distribution of
message delivery times is strongly affected by the temporal heterogeneity of proximity
events. We studied the effect that different definitions of “delivery time” have over the
delivery time distribution. Strikingly, we found results that are universal across different
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experiments, and are independent of the distribution of the contacts during time.

Moreover, we made a first step at comparing the measured sequences of proximity
events with sequences generated by using commonly accepted models of human mobility,
such as the Random Waypoint model and the Truncated Lévy Walk model, which are
widely used in the domain of opportunistic and delay-tolerant networks, and we reported
a strong difference between the propagation processes on model-based and real-world
proximity networks. This points to the importance of taking into account realistic contact
patterns for studying dynamical processes on dynamical proximity networks. In fact, the
dynamics of information diffusion depends on non-trivial properties of contacts and inter-
contact time intervals, at least as much as on the topological and temporal heterogeneity
of human mobility.

It is important to note that most mobile phones are now equipped with geo-location
features, which means that more and more applications and tools can use location based
services to bring together location and people in interesting ways. In fact, more com-
plex applications could take advantage of emergent community patterns, which could be
inferred from the history of social interactions and places people visit. Such applica-
tions could enhance and personalize their user’s geo-social experience by, for example,
recommending newly identified items or places.

Based on such analysis and findings, we focused on collaborative filtering techniques
in mobile networks where spontaneous similarity relations are derived and exploited in
order to push personalized suggestions by way of direct meetings between users. We
referred to a scenario where devices exchange information with users in the proximity
without accessing to any remote online directory services. We proposed epidemic collab-
orative strategies to spread ratings in a selective way over self-organized communities of
users. We simulated the ad-hoc environment and we found that the proposed approach
converges to the prediction accuracy measured in a domain with complete knowledge
with a sustainable overhead.

Our results on the general properties of information diffusion call for future work in
the direction of defining fine observables that can capture the properties of the proximity
networks that bear relevance to a variety of general processes occurring over them. Such
observables could be used to compare the synthetic proximity networks generated by
established models of human mobility with the proximity networks recorded in experi-
mental settings. This will allow to expose the limits of current mobility models, and to
devise more realistic modeling schemes.

We also point out that selective dissemination of information through communities
with similar preferences using collaborative filtering approaches could be even more effec-
tive in densely populated urban areas and during peak usage hours, by using opportunistic
networking. By using hybrid architectures based on a mixture of Hotzones with WiFi
and mixed zones with mobile-to-mobile communication, costs for network operators can
be reduced. Battery usage also can be reduced due to less range requirements.
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The implementation of a prototype for the Android® platform in order to experiment
the MobHinter framework in a real scenario is discussed in Appendix @Al

Thttp://code.google.com/android/
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Appendix A

Beyond Simulation: the MobHinter
Implementation

The MobHinter algorithm, described in Chapter B, has been implemented as a prototype
for mobile devices (Android phones in particular). To minimize the efforts of portabil-
ity across different platforms, we chose to use the library PhoneGap. Special plug-ins
that implement the functionality required by the prototype have been developed for this
library.

The prototype can also operate by connecting to a server and requesting the rec-
ommendations for a specific user. The server can in turn send the user rates. The
recommendations in both modes of operation are generated based on the user profile.

Using the software, the user can search any item on Youtube.com, Flickr.com and
Lastfm.com, assigning rates to the search results. These rates are sent to the server, that
is used by the epidemic recommender system. The recommendations provided by the
software are generated by both the MobHinter system and from the central server.

A.1 Technologies used in the prototype development

e PhoneGap http://www.phonegap.com/
e FEclipse http://www.eclipse.org/

e jQuery http://jquery.com/

e jQueryMobile http://jquerymobile.com/
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A.2. Software Architecture

A.2 Software Architecture

The software is designed to be multi-platform. For this purpose the PhoneGap libraries
were used to minimize the efforts of portability. By using PhoneGap it has been possible
to develop the interface in HIT'ML5 and CSS3.

The features are implemented in JavaScript for the most part, except specifications
that are not present in PhoneGap which required the development of specific plug-ins.
The only parts platform-dependent are in fact part of these plug-in that interfaces the
hardware.

The software architecture is generally illustrated in Figure BT, The software has
been developed for the Android platform. A version for iOS is available and is identical,
except for the MobHinter epidemic recommendation system.

User interface
(CSS + HTMLS + JavaScript)

[ jQuery mobile I [ Plain HTML I
.

Program functionalities
(JavaScript)

@ PhoneGap library
| hoeGap (JavaScript) (Java)

Plugin wrapper
(JavaScript) Compatibility

W [ cross ptom | (o aspencent]
(Java)

Figure A.1: General software architecture

Source code Organization

Figure A= shows the source code organization. All software files are under assets/www,
as shown in the figure. The software files are in this folder, written in HTML5, CSS3
and JavaScript. This is the platform independent part. All source files that are platform
dependent are found in the folder src. In the following, there is a description of some of
the main source files.

e css contains the css files for the HTML interface.

153



CHAPTER A. Beyond Simulation: the MobHinter Implementation

[# Package Explorer 23 5% Y =0
{_JAndroid BT simulator
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» =\ Android 2.2
b =\ Referenced Libraries
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v S www
> =css
» (= images
> Ejs
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V(= www_jQuery
¥ (= pages
(@ browseitem.html|
@ myitems.html
@ rateitem.html|
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@ search.html|
@ setup.html
@ index.html
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»
»
»
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(= Test mp3

(= tests

< AndroidManifest.xml

[ default.properties

4 proguard.cfg

[ tasklist.txt
Irectest

Figure A.2: Structure of the source code organization

e images contains the images used in the software.

e js contains the JavaScript code.

e js/reclient.js the implementation of the client functionalities.

e js/mobhinter.js the MobHinter implementation.

e js/reclient-nojq.js some of the functionalities in the HTML interface.
e js/sessvar.js save the data between different HTML pages.

e js/jquery-cookie.js is used to manage cookies.

js/json.js is used to manage json.

js/phonega.0.9.5.7s is the PhoneGap library.

js/plugin/ contains the front-end for the PhoneGap plug-in.

www_html is the HTML interface.

www_jQuery is the jQueryMobile interface.
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A.3. Software Interface

e pages contains the HTML pages for the different views.

A.3 Software Interface

There are two versions of the interface: the first is based on jQueryMobile and is rec-
ommended for more powerful devices (Android > 2.1), while the second is designed for
older devices and uses simple HTML.

The functionality of the software is organized in four views: Search, Recommended
Items, My Items and Setup.

1. Login Figure B=3. The user can log into the application.
2. Search Figure B. Implements the item search by keyword.

3. Reccomended Items Figure BA3. Presents to the user the list of recommended items,
both from the server and from the epidemic recommendation system.

4. Myltems Figure B, Allows to the user to visualize the items available in the
device.

5. Setup Allows to the user to visualize and change the software parameters.

Figure B4 shows the same views using the HTML interface (Android < 2.0).

Login panel

Recommendation client

Figure A.3: Login view

155



CHAPTER A. Beyond Simulation: the MobHinter Implementation
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Figure A.4: Search view
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Figure A.5: Reccomended Items e Myltems views

A.4 Phonegap Plug-ins

Three plug-ins have been used in the development of the prototype. Two of them were
developed specifically for the prototype, while the third was modified in order to suit

your needs.

List MP3 plug-in

This plug-in is used to find and list the MP3 files that are present on the device. This
plug-in has been written from scratch.
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HTML interface views
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Figure A.6: HTML views

Facebook plug-in

The Facebook plug-in allows user authentication on the Facebook social network. This
plug-in has been modified to be included in the prototype.

BlueTooth plug-in

The Bluetooth plug-in allows communication between different devices through the Blue-
tooth protocol.

Below are some notes for this plug-in that is one of the most critical parts of the
software, also due to some bugs in certain versions of the Android system:

1. The Bluetooth protocol requires authorization from both devices in order to ex-
change data (pairing). This can be avoided for Android versions above 2.3.3 (Gin-

157



CHAPTER A. Beyond Simulation: the MobHinter Implementation

gerbread) and, through the Java reflection, on many Android devices with versions
later than 2.0.

2. A device should become detectable to others. In some versions of Android, a bug
prevents a device to become detectable for periods longer than 300 seconds.

3. The constant search for other devices can cause excessive consumption on the device
battery.

A.5 10S Version

The IOS version is identical to the Android prototype, exception for the MP3 and Blue-
tooth plugins that have not been implemented on this system.
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Appendix B

Mobility Model Implementations

B.1 Random Walk Mobility Model

import numpy as np
from numpy.random import rand

# define a Uniform Distribution
U = lambda MIN, MAX, NR_SAMPLES: rand(NR_SAMPLES) * (MAX - MIN) + MIN

NR_NODES = 100

MAX_X, MAX_Y = 100, 100
NR_STEPS = 1000000
distance = 1.0

for i in xrange(NR_STEPS):
theta = U(O, 2*np.pi, NR_NODES)
X = x + distance * np.cos(theta)
y = y + distance * np.sin(theta)

# node bounces on the margins
b = np.where(x<0) [0]

x[b] = - x[b]

b = np.where (x>MAX_X) [0]

x[b] = 2xMAX_X - x[b]

b = np.where (y<0) [0]

y[b] = - y[b]

b = np.where(y>MAX_Y) [0]

y[b]l = 2xMAX_Y - y[b]

Listing B.1.1: Python implementation of the the Random Walk model using the Numpy
package.
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CHAPTER B. Mobility Model Implementations

B.2 Random Waypoint Mobility Model

import numpy as np
from numpy.random import rand

# define a Uniform Distribution
U = lambda MIN, MAX, NR_SAMPLES: rand(NR_SAMPLES) * (MAX - MIN) + MIN

NR_NODES = 100

MAX_X, MAX_Y = 100, 100

MIN_V, MAX_V Loy i@

MAX_WT = 10.

NR_STEPS = 1000000

X U(0, MAX_X, NR_NODES)

y U(0, MAX_Y, NR_NODES)
x_waypoint = U(0, MAX_X, NR_NODES)
y_waypoint = U(O, MAX_Y, NR_NODES)
wait_time = np.zeros(NR_NODES)
velocity = U(MIN_V, MAX_V, NR_NODES)

for i in xrange(NR_STEPS):
# update node position
theta = np.arctan2(y_waypoint - y, x_waypoint - x)
X = x + velocity * np.cos(theta)
y = y + velocity * np.sin(theta)
# calculate distance to waypoint
d = np.sqrt(np.square(y_waypoint-y) + np.square(x_waypoint-x))
# update info for arrived nodes
arrived = np.where(d<=velocity) [0]
velocity[arrived] = 0.
wait_time[arrived] = U(0, MAX_WT, len(arrived))
# update info for paused nodes
paused = np.where(velocity==0.) [0]
wait_time[paused] -= 1.
# update info for moving mnodes
moving = np.where(np.logical_and(velocity==0., wait_time<0.)) [0]
x_waypoint [moving] = U(0, MAX_X, len(moving))
y_waypoint [moving] = U(0, MAX_Y, len(moving))
velocity[moving] = U(MIN_V, MAX_V, len(moving))

Listing B.2.1: Python implementation of the the Random Waypoint model using the

Numpy package.
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B.3. Truncated Lévi Walk Mobility Model

B.3 Truncated Lévi Walk Mobility Model

import numpy as np
from numpy.random import rand

# define a Uniform Distribution

U = lambda MIN, MAX, NR_SAMPLES: rand(NR_SAMPLES) * (MAX - MIN) + MIN

# define a Power Law Distribution X = [(27T!—gnth)Y 4 gnt1)/(n+1)

P = lambda n, x0, x1, NR_SAMPLES: ((xl1 *x (nt+l1.) - x0 ** (n+l1.)) * rand(NR_SAMPLES)
+ x0 *xx (n+1.)) *x (1./(n+1.))

NR_NODES = 100

MAX_X, MAX_Y = 100, 100

NR_STEPS = 1000000

MAX_WT = 50.

x = U(0, MAX_X, NR_NODES)

y = U(0, MAX_Y, NR_NODES)

flight_distance = P(-2., 1., MAX_X, NR_NODES)

velocity = np.sqrt(flight_distance)/10.

theta = U(0, 2*np.pi, NR_NODES)

wait_time = np.zeros(NR_NODES)

for i in xrange(NR_STEPS):
x = x + velocity * np.cos(theta)
y =y + velocity * np.sin(theta)
# node bounces on the margins and changes direction
b = np.where(x<0) [0]
x[b] = - x[b]; thetal[b] += np.pi
b = np.where (x>MAX_X) [0]
x[b] = 2*MAX_X - x[b]; thetal[b] += np.pi
b = np.where (y<0) [0]
ylb]l = - y[bl; thetal[b] += np.pi
b = np.where (y>MAX_Y) [0]
y[b]l = 2*MAX_Y - y[b]; theta[b] += np.pi
# update info for arrived nodes
flight_distance = flight_distance - velocity
arrived = np.where(np.logical_and(velocity>0., flight_distance<=0.)) [0]
velocity[arrived] = 0.
wait_time[arrived] = P(-2., 1., MAX_WT, len(arrived))
# update info for paused nodes
paused = np.where(velocity==0.) [0]
wait_time[paused] -= 1.
# update info for moving modes
moving = np.where(np.logical_and(velocity==0., wait_time<0.)) [0]
theta[moving] = U(O, 2*np.pi, len(moving))
flight_distance[moving] = P(-2., 1., MAX_X, NR_NODES)
velocity[moving] = np.sqrt(flight_distance[moving])/10.

Listing B.3.1: Python implementation of the the Truncated Lévi Walk model using the
Numpy package.
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